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A new paradigm for information and 
computation: quantum computation

Y. Colom be/N IST©  H arald  R itschE. Lucero, D . M ariantoni, and M . M ariantoni

By C a rsten U llrich



Both a blessing and a curse

Powerful new quantum 
technologies are 
emerging, which promise 
tremendous benefits… 

…but also pose 
serious threats to our 

communications, control 
and information security.



Where are we today?

of (usually aluminum) atoms assembled in the
shape of metallic wires and plates. The operation
of superconducting qubits is based on two robust
phenomena: superconductivity, which is the
frictionless flow of electrical fluid through the
metal at low temperature (below the supercon-
ducting phase transition), and the Josephson ef-
fect, which endows the circuit with nonlinearity
without introducing dissipation or dephasing.

The collective motion of the electron fluid
around the circuit is described by the flux F
threading the inductor, which plays the role of the
center-of-mass position in a mass-spring mechan-
ical oscillator (27). A Josephson tunnel junction
transforms the circuit into a true artificial atom,
for which the transition from the ground state to
the excited state (|g〉-|e〉) can be selectively ex-
cited and used as a qubit, unlike in the pure LC
harmonic oscillator (Fig. 2B). The Josephson junc-
tion can be placed in parallel with the inductor,
or can even replace the inductor completely, as
in the case of the so-called “charge” qubits. Potential
energy functions of various shapes can be ob-
tained by varying the relative strengths of three
characteristic circuit energies associated with the
inductance, capacitance, and tunnel element (Fig.
2, B and C). Originally, the three basic types were
known as charge (28, 29), flux (30–33), and phase
(34, 35). The performance of all types of qubits
has markedly improved as the fabrication, mea-
surement, and materials issues affecting coher-
ence have been tested, understood, and improved.
In addition, there has been a diversification of
other design variations, such as the quantronium
(36, 37), transmon (38, 39), fluxonium (40), and
“hybrid” (41) qubits; all of these are constructed
from the same elements but seek to improve per-
formance by reducing their sensitivity to de-
coherence mechanisms encountered in earlier
designs. The continuing evolution of designs is a
sign of the robustness and future potential of
the field.

When several of these qubits, which are non-
linear oscillators behaving as artificial atoms, are
coupled to true oscillators (photons in a micro-
wave cavity), one obtains, for low-lying excita-
tions, an effective multiqubit, multicavity system
Hamiltonian of the form
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describing anharmonic qubit mode amplitudes
indexed by j coupled to harmonic cavity modes
indexed bym (42). The symbolsa,b, and w refer
to the mode amplitudes and frequency, respec-
tively. When driven with appropriate microwave
signals, this system can perform arbitrary quan-
tum operations at speeds determined by the non-
linear interaction strengths a and c, typically
(43, 44) resulting in single-qubit gate times

within 5 to 50 ns (a/2p ≈ 200 MHz) and two-
qubit entangling gate times within 50 to 500 ns
(c/2p ≈ 20 MHz). We have neglected here the
weak induced anharmonicity of the cavity modes.

Proper design of the qubit circuit to minimize
dissipation coming from the dielectrics surround-
ing the metal of the qubit, and to minimize radia-
tion of energy into other electromagnetic modes
or the circuit environment, led to qubit transition
quality factorsQ exceeding 1million or coherence
times on the order of 100 ms, which in turn make
possible hundreds or even thousands of opera-
tions in one coherence lifetime (see Table 1). One
example of this progression, for the case of the
Cooper-pair box (28) and its descendants, is shown
in Fig. 3A. Spectacular improvements have also
been accomplished for transmission line reso-
nators (45) and the other types of qubits, such
the phase qubit (35) or the flux qubit (46). Rather
stringent limits can now be placed on the in-
trinsic capacitive (47) or inductive (43) losses of
the junction, and we construe this to mean that
junction quality is not yet the limiting factor in
the further development of superconducting
qubits.

Nonetheless, it is not possible to reduce dis-
sipation in a qubit independently of its readout
and control systems (39). Here, we focus on the
most useful and powerful type of readout, which
is called a “quantum nondemolition” (QND) mea-
surement. This type of measurement allows a
continuous monitoring of the qubit state (48, 49).
After a strong QND measurement, the qubit is
left in one of two computational states, |g〉 or |e〉,
depending on the result of the measurement,
which has a classical binary value indicating g or
e. There are three figures of merit that character-

ize this type of readout. The first is QND-ness,
the probability that the qubit remains in the same
state after the measurement, given that the qubit
is initially in a definite state |g〉 or |e〉. The second
is the intrinsic fidelity, the difference between the
probabilities—given that the qubit is initially in a
definite state |g〉 or |e〉—that the readout gives the
correct and wrong answers (with this definition,
the fidelity is zero when the readout value is un-
correlated with the qubit state). The last and most
subtle readout figure of merit is efficiency, which
characterizes the ratio of the number of controlled
and uncontrolled information channels in the read-
out. Maximizing this ratio is of utmost importance
for performing remote entanglement by measure-
ment (50).

Like qubit coherence, and benefiting from it,
progress in QND performance has been spectac-
ular (Fig. 3B). It is now possible to acquire more
than N = 2000 bits of information from a qubit
before it decays through dissipation (Fig. 3A), or,
to phrase it more crudely, read a qubit once in a
time that is a small fraction (1/N ) of its lifetime.
This is a crucial capability for undertaking QEC
in the fourth stage of Fig. 1, because in order to
fight errors, one has to monitor qubits at a pace
faster than the rate at which they occur. Effi-
ciencies in QND superconducting qubit readout
are also progressing rapidly and will soon rou-
tinely exceed 0.5, as indicated by recent experi-
ments (25, 51).

Is It Just About Scaling Up?
Up to now, most of the experiments have been
relatively small scale (only a handful of interact-
ing qubits or degrees of freedom; see Table 1).
Furthermore, almost all the experiments so far are
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Fig. 1. Seven stages in the development of quantum information processing. Each advancement requires
mastery of the preceding stages, but each also represents a continuing task that must be perfected in
parallel with the others. Superconducting qubits are the only solid-state implementation at the third
stage, and they now aim at reaching the fourth stage (green arrow). In the domain of atomic physics and
quantum optics, the third stage had been previously attained by trapped ions and by Rydberg atoms. No
implementation has yet reached the fourth stage, where a logical qubit can be stored, via error correction,
for a time substantially longer than the decoherence time of its physical qubit components.
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may lead to even larger quantum computers that
can ultimately be put to use in materials design,
communications, and high-performance compu-
tation. As quantum systems are made ever larger,
they ultimately tend toward classical behavior
because the quantum nature of the system quickly
disappears even at the presence of tiny amounts
of dissipation. Whether we find that the strange
rules of quantum physics indeed persist to much
larger systems, or perhaps a new order emerges,
the trapped ion platform for quantum information
processing is expected to provide the leading ex-
perimental playground in which to explore the
evolution of complex quantum systems.
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Superconducting Circuits for Quantum
Information: An Outlook
M. H. Devoret1,2 and R. J. Schoelkopf1*

The performance of superconducting qubits has improved by several orders of magnitude in the past
decade. These circuits benefit from the robustness of superconductivity and the Josephson effect, and
at present they have not encountered any hard physical limits. However, building an error-corrected
information processor with many such qubits will require solving specific architecture problems that
constitute a new field of research. For the first time, physicists will have to master quantum error
correction to design and operate complex active systems that are dissipative in nature, yet remain
coherent indefinitely. We offer a view on some directions for the field and speculate on its future.

The concept of solving problems with the
use of quantum algorithms, introduced in
the early 1990s (1, 2), was welcomed as a

revolutionary change in the theory of computa-
tional complexity, but the feat of actually build-
ing a quantum computer was then thought to be
impossible. The invention of quantum error cor-
rection (QEC) (3–6) introduced hope that a quan-
tum computer might one day be built, most likely
by future generations of physicists and engineers.
However, less than 20 years later, we have wit-
nessed so many advances that successful quantum
computations, and other applications of quan-

tum information processing (QIP) such as quan-
tum simulation (7, 8) and long-distance quantum
communication (9), appear reachable within
our lifetime, even if many discoveries and tech-
nological innovations are still to be made.

Below, we discuss the specific physical im-
plementation of general-purpose QIP with super-
conducting qubits (10). A comprehensive review
of the history and current status of the field is beyond
the scope of this article. Several detailed reviews on
the principles and operations of these circuits already
exist (11–14). Here, we raise only a few important
aspects needed for the discussion before proceed-
ing to some speculations on future directions.

Toward a Quantum Computer
Developing a quantum computer involves several
overlapping and interconnecting stages (Fig. 1).
First, a quantum system has to be controlled suf-

ficiently to hold one bit of quantum information
long enough for it to be written, manipulated, and
read. In the second stage, small quantum algo-
rithms can be performed; these two stages require
that the first five DiVincenzo criteria be satisfied
(15). The following, more complex stages, how-
ever, introduce and require QEC (3–6). In the
third stage, some errors can be corrected by quan-
tum nondemolition readout of error syndromes
such as parity. It also becomes possible to sta-
bilize the qubit by feedback into any arbitrary
state (16, 17), including dynamical ones (18–21).
This stage was reached first by trapped ions (22),
by Rydberg atoms (16), and most recently by
superconducting qubits (23–25). In the next
(fourth) stage, the goal is to realize a quantum
memory, where QEC realizes a coherence time
that is longer than any of the individual compo-
nents. This goal is as yet unfulfilled in any sys-
tem. The final two stages in reaching the ultimate
goal of fault-tolerant quantum information pro-
cessing (26) require the ability to do all single-
qubit operations on one logical qubit (which is an
effective qubit protected by active error correc-
tion mechanisms), and the ability to perform gate
operations between several logical qubits; in both
stages the enhanced coherence lifetime of the
qubits should be preserved.

Superconducting Circuits:
Hamiltonians by Design
Unlike microscopic entities—electrons, atoms,
ions, and photons—on which other qubits are
based, superconducting quantum circuits are
based on the electrical (LC) oscillator (Fig. 2A)
and aremacroscopic systemswith a large number

1Departments of Applied Physics and Physics, Yale University,
NewHaven, CT 06520,USA. 2College de France, PlaceMarcelin
Berthelot, F-75005 Paris, France.

*To whom correspondence should be addressed. E-mail:
robert.schoelkopf@yale.edu

www.sciencemag.org SCIENCE VOL 339 8 MARCH 2013 1169

SPECIALSECTION

 o
n 

Se
pt

em
be

r 5
, 2

01
3

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 





NISQ Era



Types of quantum computers and 
what can we do with them
´ Fault tolerant (universal quantum computers)

´ Still a long way to go…

´ IBM, Google, Microsoft, Rigetti

´ Proof-of-concept quantum computing

´ Quantum “supremacy” tests?!

´ Can we break crypto with them? NOT YET. 

´ Can we do ”cool things”? Most likely!

´ Quantum annealers (noisy qubits)

´ DWave

´ Useful now, optimization, quantum machine learning



What are quantum computers good for?

´ “Global patterns”: seeing the ”forest” without observing the “trees”

´ Example: The sequence 34, 12, 54, 38, 57, 34, 12, 54, 38, 57, 34, 12, … has a 
period of length 5

´ Imagine a sequence with an astronomically large period.

´ With a handful of quantum glimpses: “length of period =  729672482463”. 
Based on Quantum Phase Estimation and Quantum Fourier Transform.

´ “any specific value in the sequence =  ???” 



´ Exponentially faster than any “classical” algorithm

´ Classically:

´ On a quantum computer:

Shor’s algorithm for factoring (1994) 



Peter Shor, “Polynomial-Time Algorithms for Prime Factorization 
and Discrete Logarithms on a Quantum Computer”, 
SIAM Journal on Computing 26, 1484 (1997)

Running time: !( log& ' log log(&)log log log(N)), i.e. poly(log(N)).

Best classical algorithm (number sieve): )*( +,- . +,- +,- .). 

Best heuristic: )*((+,- . +,- +,- .)//1).

Exponential improvement, based on Quantum Fourier Transform.

Variant of it can be used to break the discrete-log problem

Shor’s algorithm for factoring (1994) 



´ Searching through ”unordered” data

´ Quadratically faster – !( #) vs !(#) 

´ 1’000’000 books – only 1’000 ”queries”!

Grover’s algorithm for searching (1997) 



Lov Grover, “Quantum Mechanics Helps in Searching for a 
Needle in a Haystack”, Phys. Rev. Lett. 79, 325 (1997)

Running time: !( #) vs !(#) 

Quadratic improvement, based on Amplitude Amplification

Proposed uses: Quantum Cryptanalysis, Quantum Machine 
Learning

Grover’s algorithm for searching (1997) 



´ Exponentially faster than any classical algorithm, applications in 
quantum machine learning

´ Other algorithms: Deutsch-Jozsa, Simon’s etc.

´ Stephen Jordan’s (NIST) http://math.nist.gov/quantum/zoo/

Solving systems of linear equations (2009)
A. Harrow, A. Hassidim and S. Lloyd, ” Quantum Algorithm for 
Linear Systems of Equations”, Phys. Rev. Lett. 103, 150502 (2009)

http://math.nist.gov/quantum/zoo/


What’s the catch?
´ Quantum computing is fragile
´ Need redundancy (error-correction)

´ There is a way: Quantum Error Correction (P. Shor again) – thousands of physical 
qubits for 1 good logical qubit -> millions of physical qubits circuit blowup. 

´ Experimentally, this is a REALLY HARD PROBLEM! We are getting there, closer to 
the threshold!

´ Mostly an engineering problem. Engineers always manage do it (somehow)!

No cloning! No cloning!



IQC at University of Waterloo

https://uwaterloo.ca/institute-for-quantum-computing/



Areas of research

´ Quantum Error Correction and Fault Tolerance

´ Quantum Complexity Theory

´ Quantum Algorithms

´ Quantum Information Theory

´ Quantum Software

´ Quantum Cryptography

´ Spin-based Quantum Information Processing

´ Nanoelectronics-based Quantum Information Processing

´ Optical Quantum Information Processing



Areas of research

´ Quantum Error Correction and Fault Tolerance
´ Quantum Complexity Theory
´ Quantum Algorithms

´ Quantum Information Theory
´ Quantum Software
´ (Post)-Quantum Cryptography
´ Quantum Machine Learning
´ Spin-based Quantum Information Processing

´ Nanoelectronics-based Quantum Information Processing
´ Optical Quantum Information Processing
´ Etc.
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Training programs



Educational programs



Spin-offs (non-exhaustive)



Take home
´ Quantum computing is a disruptive technology, with a plethora of applications 

ranging from cyber-security to optimization and machine learning
´ Need to act NOW

´ Need to have a strong Canadian leadership in the area

´ Need to educate industry players about quantum computing
´ Sort through the ”hype”
´ Understand current and future benefits

´ Quantum “roadmaps”
´ Need to train and hire adequate workforce

´ Need more research for the NISQ regime

´ Quantum software opportunities (similar to the “classical” software revolution 
that started in the 60s and it’s still going on)



Thank you
Comments, questions and feedback are very welcome.
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