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CKM Quark Mixing
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Flavour eigenstates          Quark-mixing matrix      Mass eigenstate 
     unitary !

→ 4 independent parameters  (3 Euler angles, 1 phase)
Single source of CPV in the SM.

Legacy of the B factories (BaBar, Belle, CDF, D0)
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2008 Nobel Prize to Kobayashi, Maskawa

• Spectacular confirmation of the CKM model 
as the dominant source of flavor and CP 
violation

• All flavor-violating interactions encoded in 
Yukawa couplings to Higgs boson

• Suppression of flavor-changing neutral 
currents (FCNCs) and CP violation in quark 
sector due to unitarity of CKM matrix, small 
mixing angles, and GIM mechanism *)

M. KobayashiN. Cabibbo T. Maskawa

*)  EPS HEPP Prize 2011 to Glashow, Iliopoulos, Maiani

Legacy of the B factories (BaBar, Belle, CDF, D0)
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The(SM(describes(the(mixing(of(quarks(of(

different(generations(through(the(weak(force.

Importance of |Vcb| and |Vub|
• Test of CKM sector 
• So far huge success for SM 
• New Physics still possible within current precision
• |Vub| has largest error among parameters of UT 

|Vub |exlc. ∼ 4 % ,
|Vcb | ∼ 2 % ,

R. Coutinho (UZH)
43

The Unitary Triangle

Introduction (14/20) O. SteinkampFlavour Physics FS14

“The” Unitarity Triangle

● measure the lengths of the two sides: CP conserving quantities

● measure all three angles: CP violating quantities (angles = phases !)

● many observables → overconstraint determination of triangle

consistency check of Standard Model !

V td V tb

∗

V cd V cb

∗

V ud V ub

∗

V cdV cb

∗

(ρ ,η)

(1,0)(0,0)

α = φ
2

β = φ
1

γ = φ
3

B
0 → π π ,ρρ ,ρπ ,…

B
0 → J /ψ KS

0
B(s)

0 → D(s )K

oscillations

B
0−B0

,Bs

0−Bs

0
semileptonic B decay

branching fractions

Use Vud V ub

∗ + V cdV cb

∗ + V td V tb

∗ = 0  and normalize to V cd V cb

∗

Measure the lengths of the two sides: CP conserving quantities  

Measure all three angles: CP violating quantities (angles = phases !) 

Many observables → overconstraint determination of triangle  

Consistency checks of Standard Model ! 

|Vqb|  current precision
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Semileptonic B decays

Semileptonic B decays 
from HFLAV[1]

B(B̄ ! Xc`
�⌫̄`) = (10.65± 0.16)%

<latexit sha1_base64="n6pOaoBMiyO/bhBvVG0nS0HxV38=">AAADXHichVJNbxMxEHWSAmlKIQWJCxeLKFIqxMrOltIekKrAgWORSBopTldex0msej9ke6GRu/2R3Hrhr4B3uweSFjqS5ec3njcfmjCVQhuEbmr1xtajx0+a262dp7vPnrf3Xox0kinGhyyRiRqHVHMpYj40wkg+ThWnUSj5WXjxqfCffedKiyT+ZlYpn0Z0EYu5YNQ4KtirqS6JqFkyKu0g75GQKncTJRZLQ5VKfsDP5/ZtTriU5/ZdXvpJnOWBLah8H36Evb7XR5CkEfIw2iddQlprmoMycF0RPaTo+xuKV6PAsjC/uiaGXxo7V0mUX99X7r+Enax/7OGjQhci7/ggsPwyzaunjwNrli47MSLiGmLkNPy89cBwxq6o/7eCkXf4vkqCD8tmgnYHeag0eBfgCnRAZadB+yeZJSyLeGyYpFpPMErN1FJlBJPcFZlpnlJ2QRd84mBMXQdTWy5HDruOmcF5otyJDSzZvyMsjbReRaH7WfSqN30FeZ9vkpn50dSKOM0Mj9ltonkmoUlgsWlwJhRnRq4coEwJVytkS6ooM24fW24IeLPlu2DU97Dv9b8edE4G1Tia4DV4A3oAgw/gBHwBp2AIWO2m9rverG/XfzW2GjuN3duv9VoV8xKsWePVH+CYDJ8=</latexit>

B(B̄ ! ⇡`�⌫̄`) = (1.47± 0.06)⇥ 10�4
<latexit sha1_base64="K0aZrmdljS7AsgV1d71+8ZHrLaQ=">AAADTXiclZJNj9MwEIadLLBL+erCkYtFVak9EDlt1ZYD0qpw4LhItFup7kaO67bWOh+yHaDKen8gFyRu/AsuHEAI4aQ5dD9AYqQor2bGT15PJkwFVxqhr467d+v2nf2Du7V79x88fFQ/fDxRSSYpG9NEJHIaEsUEj9lYcy3YNJWMRKFgJ+HZq6J+8p5JxZP4nd6kbB6RVcyXnBJtU8GhQ3FE9JoSkY9MC4dE2jeWfLXWRMrkA8Qpx0yI0/y5Kas4zkyQFynThi9hy/d6A5xGyEP9NtY8Ygr6yHb3DMa15i58VDJ20K9Pc2T+Ce943S4s6T5q42ZBPJ8EOQ3N+QXW7KPOlzKJzMUNvqd/A1tsr+P5LwouRN5g2Ia7vrvmsuv/QW8Hgrxhv4L7/dJ1UG/Y+ZQBrwu/Eg1QxXFQ/4IXCc0iFmsqiFIzH6V6nhOpORXM1HCmWEroGVmxmZUxsfbnebkNBjZtZgGXibRPrGGZ3T2Rk0ipTRTazuKe6mqtSN5Um2V6OZznPE4zzWK6/dAyE1AnsFgtuOCSUS02VhAqufUK6ZpIQrVdwJodgn/1ytfFxP6artd522scjapxHICn4BloAR8MwBF4A47BGFDnk/PN+eH8dD+7391f7u9tq+tUZ56AS7G3/wevagve</latexit>
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Semileptonic B Decays
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Hadron level

� Natural probe for |Vub| and |Vcb|

� Decay rate Γx ≡ Γ(b → xAν) ∝ |Vxb|2

� Γc larger than Γu by a factor ~50
� Extracting b → uAν signal challenging

� Sensitive to hadronic effects
� Must understand them to extract |Vub|, |Vcb|
� Use data to bolster theory
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• Decay rate Γx ≡ Γ(b → xlν) ∝ |Vxb|2

• Γc larger than Γu by a factor ~50

• Extracting b → µlν signal challenging 

Decay properties depend 
on |Vcb| & |Vub| and mb 
perturbative regime 

But quarks are bounded by 
soft gluons: non-
perturbative 
+long distance interactions 
of b quark with light quark 

B(B ! Xu`⌫) = (1.86± 0.10± 0.14)⇥ 10�3
<latexit sha1_base64="5x11W7rBGgSPFO8LE1+I4UhT8O0=">AAACo3icbZFdixMxFIYz49dav6peehMshS6sw6Qtbb1YWCqIIGiV7W6hmR0yaaYNm8kMSUbphvwxf4Z3/hsz3Qq664HAw3tyeM9HVgmuTRz/CsI7d+/df3DwsPXo8ZOnz9rPX5zpslaUzWkpSrXIiGaCSzY33Ai2qBQjRSbYeXb5rsmff2NK81Kemm3FkoKsJc85JcZLaftHN+9dHcJjiHNFqEXOzlLLnddwteF7dFjXxYX95FIrj2MHLd4ZL9U6S2wcvZ2M+sPRURzF8Rj1UQP98XAwdMTXH0nnri6sdC1cELOhRNip602x4uuNIUqV3+EitbXDTAgs66aVHoomI4irAsYRiv/A8BBiwwumIYov7JuBS9udxrIJeBvQHjpgH7O0/ROvSloXTBoqiNZLFFcmsUQZTgXzDdaaVYRekjVbepTEmyV2N6qDXa+sYF4q/6SBO/XvCksKrbdF5n82c+qbuUb8X25Zm3ySWC6r2jBJr43yWkBTwuZgcMUVo0ZsPRCquO8V0g3xxzL+rC2/BHRz5Ntw1o/QIOp/GXZOpvt1HIBX4DXoAQTG4AR8ADMwBzSAwfvgczALu+HH8Gt4ev01DPY1L8E/ESa/AVVCx68=</latexit>

�3

B0 ! D�`⌫` = 2.31± 0.04± 0.09

B+ ! D̄0`⌫` = 2.35± 0.03± 0.09
<latexit sha1_base64="I2DWpitNSQzDBHhHMF/K0Cpqnrc=">AAACZXicbVHLSgMxFM2MrzparQ/cuDBYBEEsM62iLgRRFy4r2FZoasmkaRvMZIYko5RxftKdWzf+hpm2gn1cCPdwbs5JcuJHnCntul+WvbC4tLySW3XW1vMbm4Wt7boKY0lojYQ8lM8+VpQzQWuaaU6fI0lx4HPa8F/vsnnjjUrFQvGkBxFtBbgnWJcRrA3VLnzcviRuiiTr9TWWMnyHyX36kpymiHKORNxOMpBel0sVD0WBW3LPTIOmX0GEHKM+mVAjH8uhgzvH4XzkUPlzaBeKpg0LzgJvDIpgXNV24RN1QhIHVGjCsVJNz410K8FSM8Jp6qBY0QiTV9yjTQMFDqhqJcOUUnhkmA7shtIsoeGQ/a9IcKDUIPDNzgDrvpqeZeS8WTPW3ctWwkQUayrI6KBuzKEOYRY57DBJieYDAzCRzNwVkj6WmGjzMY4JwZt+8iyol0tepVR+PCve3I7jyIF9cAiOgQcuwA14AFVQAwR8Wzlry9q2fuy8vWvvjbba1lizAybKPvgFVzW1Yg==</latexit>

B0 ! D⇤�`⌫` = 5.05± 0.02± 0.14

B+ ! D̄⇤0`⌫` = 5.66± 0.07± 0.21
<latexit sha1_base64="zpsgncKjs8WkFWeAWOZ4PUbuBo0=">AAACZ3icbVFLSwMxGMyur7q+6gMRvESLIIpLttbHRRD14FHBqtDUkk3TNpjNLklWKcv6I7159+K/MO32oNYPQibzZSbJJEwE1wahD8edmJyaninNenPzC4tL5eWVex2nirI6jUWsHkOimeCS1Q03gj0mipEoFOwhfL4c9B9emNI8lnemn7BmRLqSdzglxlKt8tvFU4ZyrHi3Z4hS8SvMrvKnbO8gx0wILNNWNgD52ZGPjnASIR9V7QSRH9Qgxp6V7/+S45CowgKNWxwfFxYnhUU1aJUrdjksOA6CEaiAUd20yu+4HdM0YtJQQbRuBCgxzYwow6lguYdTzRJCn0mXNSyUJGK6mQ1zyuGOZdqwEys7pIFD9qciI5HW/Si0OyNievpvb0D+12ukpnPazLhMUsMkLQ7qpAKaGA5Ch22uGDWibwGhitu7QtojilBjv8azIQR/nzwO7qt+cOhXb2uV84tRHCWwCbbBLgjACTgH1+AG1AEFn47nrDprzpe75K67G8VW1xlpVsGvcre+AWYItc0=</latexit>
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A persistent puzzle in |Vxb| determination
Inclusive Approach (B→ Xclν)
• B Meson acts like a b quark which means 

that the decay can be described as b→c, 
u quark transition.

• Calculated with Heavy Quark Expansion.
(Phys.Rev.Lett. 114 (2015), 061802)

Exclusive Approach Β→ D*lν / Β→ π lν
• Hadronic transitions for B→ D*/B→ π 

described with form factors. LQCD and 
LCSR
• Theoretically calculable at kinematical 

limits
• Lattice QCD works if D* or π is at rest 

relative to B (arXiv:1203.1204)
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University of Zurich, 2016, May 9 Flavour anomalies & Belle II's impact on the physics landscape
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Flavour Anomalies: |Vub| & |Vcb|

Sizeable tension in exclusive and inclusive  |Vub| & |Vcb|
• Both methods considered theoretical and experimental mature
• Individual determinations leave a consistent picture
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Experimental Measurements at Belle/BaBar
Tagged Measurement Untagged Measurement

• High purity, very small background  
• Low Efficiency , large stat. errors 

• High efficiency  
• Low purity, large background

One B reconstructed completely in a 
known b→c mode without ν.  “B-

meson Beam” 

Initial 4 momentum known, missing 4-
momentum = ν
Reconstructed B → Xq lν
Other side information to constrain signal B flight 
direction 

⌥(4S) BB̄

D⇤

`+

⌫`

D+

⇡+

⇡+

⇡+

⇡�

K�

⇡+

Tag Side 

Signal

⌥(4S) BB̄

D⇤

`+

⌫`

Rest to reconstruct v

Signal

Basic Analysis Steps
• Reconstruction 
• Projection into bins of kinematic variables
• Fitting signal yield
• Compare measured events to expected events (Fit to calculate |Vcb| and |Vub|)

D+
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Recent Semileptonic Measurements at B Factories

arXiv:1803.06444v2

(arXiv:1903.10002, 
submitted to PRL)

(arXiv:1809.03290, 
submitted to PRD)

(arXiv:1807.10722, 
submitted to PRD)  

(arXiv:1611.05624, Phys. 
Rev. D 95, 072001(2017))

(arXiv:1803.06444, Phys. 
Rev. D 98, 012005 (2018))

B ! D⇤`⌫ BaBar tagged 2019
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B0 ! D⇤�`+⌫` Belle untagged 2018/2019
<latexit sha1_base64="UOD1svchbB1ISLIlv2GWj52ViMw=">AAACM3icbVBNTxsxEPXyTcpHCkcuFlGlqlXDbqhUuKHAAXECqQGkbBJ5ncnGite7smcLkbX8Ji78EQ5IiEMrxJX/gBNyaKFPsvX83ozG86JMCoO+f+9NTc/Mzs0vLJY+LC2vrJY/rp2aNNccGjyVqT6PmAEpFDRQoITzTANLIgln0WB/5J/9Am1Eqn7iMINWwmIleoIzdFKnfFRvW7+goRZxH5nW6QU9aNsv34oQpGzbr0Wo8o4dPYqrEOESbd1xoLlCFsfQpTU/2Nly127RKVf8qj8GfU+CCamQCY475duwm/I8AYVcMmOagZ9hyzKNgksoSmFuIGN8wGJoOqpYAqZlxzsX9JNTurSXancU0rH6d4dliTHDJHKVCcO+eeuNxP95zRx7Oy0rVJYjKP46qJdLiikdBUi7QgNHOXSEcS3cXynvM804uphLLoTg7crvyWmtGmxXayffK3v1SRwLZINsks8kID/IHjkkx6RBOLkmd+Q3+ePdeA/eo/f0WjrlTXrWyT/wnl8Av56qSg==</latexit>

B ! D⇤⇡`⌫` Belle hadronic tagged 2018

<latexit sha1_base64="xl7sGN7ZV4axwLBmZEZRhtB0abQ=">AAACL3icbZBNa9tAEIZXafNRp0nd5pjLEhMoPRjJCdTH4JaQYwJ1ErBcM1qN5SWrXbE7SmKE+ot66V/JJZSW0mv/RdaOD83HCwsP78wwO29SKOkoDH8GSy9eLq+srr1qrL/e2HzTfPvu1JnSCuwLo4w9T8Chkhr7JEnheWER8kThWXLxaVY/u0TrpNFfaFrgMIdMy7EUQN4aNQ97PLYymxBYa67456/VhzouZIxKxbocVTOov8WE11T1PCOfQGqNloITZBmmvBNG3XrUbIXtcC7+FKIFtNhCx6PmTZwaUeaoSShwbhCFBQ0rsCSFwroRlw4LEBeQ4cCjhhzdsJrfW/Nd76R8bKx/mvjc/X+igty5aZ74zhxo4h7XZuZztUFJ4+6wkrooCbW4XzQuFSfDZ+HxVFoUpKYeQFjp/8rFBCwI8hE3fAjR45OfwmmnHe21Oyf7rYPeIo41ts122HsWsY/sgB2xY9Zngn1nN+wX+x38CG6DP8Hf+9alYDGzxR4o+HcHILGprQ==</latexit>

Relative B� ! D0/D⇤0/D⇤⇤0µ�⌫µ branching fractions

<latexit sha1_base64="9260KCdF+Cmmaoo1o9+ANzX3Egw=">AAACSXicbVBNT+MwEHUKLFBg6S5HLhYVEkKiJIDEHhG7B46AKCA1pTjupLVwnMieAFUUft5euHHjP3DhAEKccNoc+BrJnqc3b2bsFyRSGHTde6cyNj7xY3JqujozO/dzvvbr97GJU82hyWMZ69OAGZBCQRMFSjhNNLAokHASXPwt6ieXoI2I1REOEmhHrKdEKDhDS3Vq5z7CNWaHIC1xCfnN7lm2lvta9PrItI6v6L+zzM3X7b1aJpv9KB3KVNrJLM5vRlMCzRTvC9WjoWa8WGDyTq3uNtxh0K/AK0GdlLHfqd353ZinESjkkhnT8twE2xnTKLiEvOqnBhLGL1gPWhYqFoFpZ0MncrpsmS4NY22PQjpk33dkLDJmEAVWGTHsm8+1gvyu1kox/NPOhEpSBMVHi8JUUoxpYSvtCg0c5cACxrWwb6W8zwoXrPlVa4L3+ctfwfFGw9tsbBxs1Xd2SzumyCJZIivEI9tkh+yRfdIknPwnD+SJPDu3zqPz4ryOpBWn7FkgH6Iy9gYDibTI</latexit>

Inclusive |Vub| BaBar tagged 2019
<latexit sha1_base64="oYkT5HLW9CTE9KjnzisrhLOqACw=">AAACG3icbVDLSitBEO3xba5Xoy7dNAbhrsJMrqDuJG50p2CikIRQ06nExp6eobsmGMbxO9z4K25cKOJKcOHf2HksfB0oOJxTRVWdMFHSku+/e1PTM7Nz8wuLhT9Lf5dXiqtrdRunRmBNxCo25yFYVFJjjSQpPE8MQhQqPAsvD4b+WR+NlbE+pUGCrQh6WnalAHJSu1hpEl5RdqSFSq3sY35zXW9naZhf34ydKlTBcIJeDzu84gd7ebtY8sv+CPwnCSakxCY4bhdfm51YpBFqEgqsbQR+Qq0MDEmhMC80U4sJiEvoYcNRDRHaVjb6LedbTunwbmxcaeIj9fNEBpG1gyh0nRHQhf3uDcXfvEZK3d1WJnWSEmoxXtRNFaeYD4PiHWlQkBo4AsJIdysXF2BAkIuz4EIIvr/8k9Qr5eB/uXKyXdqvTuJYYBtsk/1jAdth++yQHbMaE+yW3bNH9uTdeQ/es/cybp3yJjPr7Au8tw9oVaIv</latexit>

arXiv:1903.03102D⇤�
polarisation in B0 ! D⇤�⌧+⌫⌧

<latexit sha1_base64="+Omyz3Nv3Obfa1tXoSOVVSBhWA0=">AAACMHicbVBNaxsxFNQ6Teq6TeImx15ETaA0xOw6gfZokkBzdCF2Al7bvJVlW1grLdLbNkZs/lEv/SntpYGW0mt/ReSPQ+tkQDCamYf0JsmksBiGd0Fp48nm1tPys8rzF9s7u9WXex2rc8N4m2mpzXUClkuheBsFSn6dGQ5pIvlVMj2b+1efuLFCq0ucZbyXwliJkWCAXhpUP5z33duj4jZGfoMu0xKMsAuPClXcnvZdWMRGjCcIxujPdBmPEfK+OyxilQ/c/FIMqrWwHi5AH5JoRWpkhdag+i0eapanXCGTYG03CjPsOTAomORFJc4tz4BNYcy7nipIue25xcIFPfDKkI608UchXaj/TjhIrZ2liU+mgBO77s3Fx7xujqP3PSdUliNXbPnQKJcUNZ23R4fCcIZy5gkwI/xfKZuAAYa+44ovIVpf+SHpNOrRcb3x8aTWPF3VUSavyGvyhkTkHWmSC9IibcLIF/Kd/CS/gq/Bj+B38GcZLQWrmX3yH4K/9wd/q2g=</latexit>

(arXiv:1709.01920
Phys. Rev. D 96, 112005 (2017))

Measurement of shape of ⇤

0
b ! ⇤

+
c µ

�⌫̄
<latexit sha1_base64="dysRKSQCto2nDJRaJ/olVWmc0/Y=">AAACY3icbVFda9RAFJ1ErXWrNlbfijC4FARxSaqgj0Vf+qDQgtsWNrvhZnKzO3SSCfOhrsP0R/rmW1/8H87u5kFbLwwczrmfZ8pOcG3S9FcU37l7b+v+9oPBzsNHj3eTJ3tnWlrFcMykkOqiBI2Ctzg23Ai86BRCUwo8Ly8/rvTzr6g0l+0Xs+xw2sC85TVnYAJVJD9yg9+N+4ygrcIGW0NlTfUCOgzAX+WfQq8KZi71hSt9rvh8YUAp+Y32UuGYn7lXPm/szL32eQnK5a31g4OrTe+K1zWq0JmDoBUyWFIFBn2RDNNRug56G2Q9GJI+TorkZ15JZldLMgFaT7K0M1MHynAm0A9yq7EDdglznATYQoN66tYeeXoQmIrWUoUXjlyzf1c4aLReNmXIbMAs9E1tRf5Pm1hTv5863nbWYMs2g2orqJF0ZTituEJmxDIAYIqHXSlbgAJmwrcMggnZzZNvg7PDUfZmdHj6dnj0obdjm+yTF+Qlycg7ckSOyQkZE0auo61oN0qi3/FOvBc/26TGUV/zlPwT8fM/X2K6WQ==</latexit>

di↵erential decay rate
<latexit sha1_base64="/BJw5IyqQweLC304ZJ6TaHvy4Yo=">AAACY3icbVFda9RAFJ1ErXWrNlbfijC4FARxSaqgj0Vf+qDQgtsWNrvhZnKzO3SSCfOhrsP0R/rmW1/8H87u5kFbLwwczrmfZ8pOcG3S9FcU37l7b+v+9oPBzsNHj3eTJ3tnWlrFcMykkOqiBI2Ctzg23Ai86BRCUwo8Ly8/rvTzr6g0l+0Xs+xw2sC85TVnYAJVJD8OcoPfjfuMoK3CBltDZU31AjoMwF/ln0KzCmYu9YUrfa74fGFAKfmN9lLhmJ+5Vz5v7My99nkJyuWt9YOrTeuK1zWq0JiDoBUyWFIFBn2RDNNRug56G2Q9GJI+TorkZ15JZlc7MgFaT7K0M1MHynAm0A9yq7EDdglznATYQoN66tYeeXoQmIrWUoUXblyzf1c4aLReNmXIbMAs9E1tRf5Pm1hTv5863nbWYMs2g2orqJF0ZTituEJmxDIAYIqHXSlbgAJmwrcMggnZzZNvg7PDUfZmdHj6dnj0obdjm+yTF+Qlycg7ckSOyQkZE0auo61oN0qi3/FOvBc/26TGUV/zlPwT8fM/SSC6WQ==</latexit>
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Variables

p m

El

v
l −

−W

B ρ
π

π

ππρ

2q

_
q

q2= qmax
2

c
l ν

_

Zero
Recoil

_
q

ν
_

q2= qmin
2

l

c

• Four-momentum of charged lepton

. Experimentally: Momentum and PID

• Four-momentum of hadronic system

. ⇢ is not a narrow resonance

• Mass
2

of (virtual) W boson

. q2

= (p` + p
¯⌫)

2

• Boost of D⇤
in B restframe

. w ⌘ vB · vD⇤
= ED⇤/mD⇤

=

m2

B+m2

X�q2

2mBmD⇤

. For B0 ! D⇤�`+⌫: 1.0 < w < 1.503

• Formfactors

. Parametrization of hadronic effects

(decoupled from leptonic current)

. Simplifications essential

• Lepton mass

• Symmetries (heavy quarks)

3

D*

D

FPCP2019 Eiasha WAHEED

Semileptonic Observables
• Four momentum of charged lepton

• Experimentally: good LeptonID to 
minimise fakes

• Four momentum of hadronic system
•  Experimentally: slow pion momentum - 

important for measurement at low recoil 
• Momentum transfer to leptonic system

• q2 = (pl+pv)2

• Hadronic recoil
•    

•  

w ⌘ vB .vD⇤ =
m2

B +m2
D⇤ � q2

2mBmD⇤
<latexit sha1_base64="aPYIyu0bIy69FEkd7txLnRlOOKI=">AAAEdXichVNLbxMxEN4mAUp4tXBBQkimpagPdbubpG0uSFXhwIFDkWgbqU5XXsdprK53t15vaOS6f4B/x42/wYUr402K8ijF0srj+cbfzHyzDtOIZ8rzfs6VypV79x/MP6w+evzk6bOFxedHWZJLyg5pEiWyFZKMRTxmh4qriLVSyYgII3Ycnn+w+HGfyYwn8Vc1SFlbkLOYdzklClzBYun7ChZE9SiJ9L5ZxSGRsGPJz3qKSJl8QzjlmEXRqd40BYrj3ATauswaeo9Wfbexi1Phud7OGlZcsAz5HkQ3DMbVCfL9gmOM+uOp9syd5DW3XkcFu++t4RXLeHUU6Dw0V9dYsUuluzIR5vqWulsQ9k9yoG642zVLjYB7O9DsMjU3x3qgVQ8KGG+nbqr/U6p1t06e29y5ybAz1cyWNehMV59hkB1iVQp0OJErxSKfTiVys3XHlb/QBkDU3E4AhcIkm96oUM9rTEhTnAttqkDILnLeR/0AdHDtBvNcNwaaxV1JqBanumYsiDbQyB5GbF7Yk9E1YVFx4zbBwrJNYReaNfyRseyM1kGw8AN3EpoLFisakSw78b1UtTWRitOImSrOM5YSek7O2AmYMYFxtnXxagxaAU8HdRMJX6xQ4R2/oYnIsoEIIdLOPZvGrPM27CRX3WZb8zjNFYvpMFE3j5BKkH2CqMMloyoagEGo5FAroj0Ciil4qFUQwZ9uedY4qsFv6ta+NJb39kdyzDuvnCVn1fGdXWfP+eQcOIcOLf0qvyy/KS+Vf1deV95W3g1DS3OjOy+ciVXZ+gOyenVR</latexit>

For B0 ! D⇤�`+⌫ : 1 < w < 1.504
<latexit sha1_base64="7/lnvHBskNefvtb8at4XHVh+3fQ=">AAAEr3ichVNbb9MwFM7WAqPcNnjkxWKqtAvLkra7CA1pKgjxwMNAbKtUt8Fx3dVanGSOs4s879/xB3jj33CcZmjtxrAU5fic4+985/NxmEY8U573e2a2Un3w8NHc49qTp8+ev5hfeHmQJbmkbJ8mUSI7IclYxGO2r7iKWCeVjIgwYofh8QcbPzxlMuNJ/F1dpKwnyFHMh5wSBa5gYfZnHQuiRpREum2WcEgk/LHkRyNFpEzOEE45ZlHU12umiOI4N4G2LrOM3qMl321t4VR4rre5jBUXLEO+B9ktg3FtArxdYNyA/tjXnrkXvOE2m6hA971lXLeIlweBzkNzeYUVO1d6KBNhru7g3YG0f4IDdMvdaFhoBNgbgWbnqbneNgOtRkDgZjtNU/ufUp37dfLc7c3rCptTzaxbg97q6gtc5IBYlQIdTtRKscinS4ncrN9z5G9oFULU3A0AROEmt72SqOe1JqQp9oU2tTogspOcn6LTAIRw7Q8udMUY6BYPJaFa9HXD2CBaRaU9zlg7sTujG8JGxbXb1Mbdf0qkuWoXwzE5LStr5Y2uGqD8Dvk7Zzu+uwGk5hctObvQbcMvjUWnXHvB/C88SGguWKxoRLKs63up6mkiFacRAyJ5xlJCj8kR64IZExiEni7em0F18AzQMJHwxQoV3psnNBFZdiFCyLQTk03HrPOuWDdXw+2e5nGaKxbTcaFhHiGVIPt40YBLRlV0AQahkgNXREcEpFbwxGsggj/d8m3joAED7ja+thZ326Ucc85r542z5PjOlrPrfHb2nH2HVt5WvlW6FVz1q4fVfvXHOHV2pjzzyplYVf4He7yJzQ==</latexit>

|V|V
cbcb

| from | from B B →    →    DD((**) ) ll  νν  

d BD l
d w

∝
GF

2∣V cb
2∣

483 w2−13/22w

d BD* l
d w

∝
GF

2∣V cb
2∣

483 w2−11 /2w122w

Heavy Quark Limit:

BD* l

Finite Masses:
BD* l :

F w=1=AQED⋅10⋅
QCD

mQ

b⋅
QCD

2

mQ
2 ...

BD l :

G w=1=AQED⋅1a⋅
QCD

mQ

b '⋅
QCD

2

mQ
2 ...

Luke's theorem

 w=1

w=1.5

Normalisation:
(heavy quark limit)

ℓ

ℓ

B

D*

D*ν

ν

“Isgur-Wise
  function”

 => Idea: extract |V
cb

| ξ (w)  at zero recoil
      

1. Phase space near w=1   
    prefers
    (Actually, why?)

2. For many years:                  preferred due    
                              to smaller FF uncertainties
Situation has changed (Lattice QCD):  

BD* l

G 1=1.074±0.018±0.015
F 1=0.91±0.035

3. Experimental BG: present methods prefer
      

w=1=1

w=v Bv D

BD* l

• Normalisation (w = 1) = 1 (Heavy quark limit) 
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D⇤+
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⇡+
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FPCP2019 Eiasha WAHEED

|Vcb| and Decay Rate of  

Differential Decay rate

B0 ! D⇤�`+⌫`

HQET relates the 3 FF’s to each other through Heavy Quark Symmetry, leaving 3 free parameters that 
are determined experimentally. 

R1(w) = V/A1

R2(w) = A2/A1

�2(w) = �dF/dw|w=1

�� , �⇥,⇥

Heavy Quarks and Leptons Melbourne 2008      Phillip Urquijo
5

d�(B0 � D�⇧+⇥⇥)
dwd cos �⇥ cos �V d�

=
G2

F |Vcb|2

48⇤3
F (w, �⇥, �V ,⌅)G(w)

Differential decay rate

HQ symmetry (b and c mass infinite) predicts a single 
universal FF, normalised to 1 at zero recoil. 

Incorporates 3 non-trivial form factors 
A1(w),  A2(w), and V(w).

Amplitude ratios:

Curvature:

Using parameterisation to extract 3 parameters from 4 observables in the data: w,

Caprini et al., Nucl. Phys. B530 153 (1998).

B
W

D* 

 s 

 
l

 
V

D

l

� ��

|Vcb| and Form factors from B → D* l ν

w ⇥ M2
B + M2

D� � q2

2MBMD�

D* boost in the B rest frame

Experimentally clean, a check of inclusive methods.

Phase space

5

Form factor of B→ D* transitionExclusive rates are determined by |Vcb| and Form Factors (FF)

Heavy Quarks and Leptons Melbourne 2008      Phillip Urquijo
4

One hadronic current.

Leptonic current exactly known.
Hadronic current described by Form Factors 
(FF), functions of squared momentum transfer q2.

(MQq̄ ⇥ Xq�q̄ ⇥ Xq�q̄⇥
��̄�) = �i

GF⇤
2

Vq�QLµHµ

Matrix element for semileptonic decays:

Exclusive Semileptonic Decays

FF are calculated using 
non-perturbative 
methods.

•Theoretically calculable at kinematic limits.

•Lattice QCD works if D* is at rest relative to the B.{
Empirical extrapolation is necessary to extract |Vcb| from measurements.

Measure differential rates to constrain the FF shape, then use FF normalization from the theory for |Vcb|.

4

�9

phase space (known)

In case of                      decay rate only depend on w.B ! D`⌫
<latexit sha1_base64="gmsyiYxVl9pz+MIV8VPnaAtX/wA=">AAAB/nicbVBNS8NAEN3Ur1q/ouLJy2IRPJWkCnos1YPHCvYDmlA220m7dLMJuxulhIJ/xYsHRbz6O7z5b9y2OWjrg4HHezPMzAsSzpR2nG+rsLK6tr5R3Cxtbe/s7tn7By0Vp5JCk8Y8lp2AKOBMQFMzzaGTSCBRwKEdjK6nfvsBpGKxuNfjBPyIDAQLGSXaSD37qO5JNhhqImX8iG884NwTac8uOxVnBrxM3JyUUY5Gz/7y+jFNIxCacqJU13US7WdEakY5TEpeqiAhdEQG0DVUkAiUn83On+BTo/RxGEtTQuOZ+nsiI5FS4ygwnRHRQ7XoTcX/vG6qwys/YyJJNQg6XxSmHOsYT7PAfSaBaj42hFDJzK2YDokkVJvESiYEd/HlZdKqVtzzSvXuolyr53EU0TE6QWfIRZeohm5RAzURRRl6Rq/ozXqyXqx362PeWrDymUP0B9bnDzP+laQ=</latexit>

�9
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Form factor parameterisation

HQET relates the 3 FF’s to each other through Heavy Quark Symmetry, leaving 3 free parameters that 
are determined experimentally. 

R1(w) = V/A1

R2(w) = A2/A1

�2(w) = �dF/dw|w=1

�� , �⇥,⇥

Heavy Quarks and Leptons Melbourne 2008      Phillip Urquijo
5

d�(B0 � D�⇧+⇥⇥)
dwd cos �⇥ cos �V d�

=
G2

F |Vcb|2

48⇤3
F (w, �⇥, �V ,⌅)G(w)

Differential decay rate

HQ symmetry (b and c mass infinite) predicts a single 
universal FF, normalised to 1 at zero recoil. 

Incorporates 3 non-trivial form factors 
A1(w),  A2(w), and V(w).

Amplitude ratios:

Curvature:

Using parameterisation to extract 3 parameters from 4 observables in the data: w,

Caprini et al., Nucl. Phys. B530 153 (1998).

B
W

D* 

 s 

 
l

 
V

D

l

� ��

|Vcb| and Form factors from B → D* l ν

w ⇥ M2
B + M2

D� � q2

2MBMD�

D* boost in the B rest frame

Experimentally clean, a check of inclusive methods.

Phase space

5HQET relates the 3 FF’s to each other through Heavy Quark Symmetry, leaving 3 free parameters that 
are determined experimentally. 

R1(w) = V/A1

R2(w) = A2/A1

�2(w) = �dF/dw|w=1

�� , �⇥,⇥

Heavy Quarks and Leptons Melbourne 2008      Phillip Urquijo
5

d�(B0 � D�⇧+⇥⇥)
dwd cos �⇥ cos �V d�

=
G2

F |Vcb|2

48⇤3
F (w, �⇥, �V ,⌅)G(w)

Differential decay rate

HQ symmetry (b and c mass infinite) predicts a single 
universal FF, normalised to 1 at zero recoil. 

Incorporates 3 non-trivial form factors 
A1(w),  A2(w), and V(w).

Amplitude ratios:

Curvature:

Using parameterisation to extract 3 parameters from 4 observables in the data: w,

Caprini et al., Nucl. Phys. B530 153 (1998).

B
W

D* 

 s 

 
l

 
V

D

l

� ��

|Vcb| and Form factors from B → D* l ν

w ⇥ M2
B + M2

D� � q2

2MBMD�

D* boost in the B rest frame

Experimentally clean, a check of inclusive methods.

Phase space

5

Caprini, Lelouch, Neubert (CLN) arXiv:hep-ph/9712417, 
Nucl.Phys. B530 (1998)

Theoretical assumptions used to reduce the number of free parameters 
describing form factors: to measure |Vcb| with a smaller data set 

F(w) normalised at zero recoil (w=1)

Boyd Grinstein Lebed (BGL)
                      is written as the most generic parameterisation with 
minimal theory assumptions, the expansion is constrained by unitarity 
(can have more coefficients than CLN at O(3))

arXiv:hep-ph/9504235, 
Phys.Lett.B353:306-312,1995

3 non trivial form factors A1(w), 
A2(w) and V(w)

HQET relates the 3 FF’s to each other through Heavy Quark Symmetry, leaving 3 free parameters that 
are determined experimentally. 

R1(w) = V/A1

R2(w) = A2/A1

�2(w) = �dF/dw|w=1

�� , �⇥,⇥

Heavy Quarks and Leptons Melbourne 2008      Phillip Urquijo
5
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=
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F |Vcb|2

48⇤3
F (w, �⇥, �V ,⌅)G(w)

Differential decay rate

HQ symmetry (b and c mass infinite) predicts a single 
universal FF, normalised to 1 at zero recoil. 

Incorporates 3 non-trivial form factors 
A1(w),  A2(w), and V(w).

Amplitude ratios:

Curvature:

Using parameterisation to extract 3 parameters from 4 observables in the data: w,

Caprini et al., Nucl. Phys. B530 153 (1998).
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|Vcb| and Form factors from B → D* l ν
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B + M2

D� � q2

2MBMD�

D* boost in the B rest frame

Experimentally clean, a check of inclusive methods.

Phase space
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• CLN 

• HQET relations + corrections 
in powers of ΛQCD/mb, 

• For  B→ D*lν

• For B→ Dlν

• BGL

• No HQET input

• For  B→ D*lν

where f, g and F1 are 
parameterised as ….

 

cut off at n=1,2 …

Form factor parameterisation: CLN Vs BGL
Theory Tag Reco Project Fit Results Belle II B̄ �! D⇤`�⌫̄` at Belle I and Belle II

Form factor (FF) parametrizations

Di↵erent FF parametrization =) Di↵erent |Vcb| =) Might solve incl. vs. excl. tension!
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1

Pi (z)�i (z)

NX

n=0

ai,n z
n

Cut o↵ at N = 2, 3, . . . (when �2/ndf is

satisfying).
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Exclusive |Vcb| from                   tagged 
• Tag side B reconstructed (hadronically) to reconstruct unknown 

neutrino momentum 
• Reconstruct  Bsignal (comprised of D*e,D*µ and D*0e ,D*0µ where D0 

from D*(0) decays to                                          combined with π0 and π+ )
• Signal selection using                                    and 
• Kinematic fit to 4

The expansion parameter z is given by

z(t, t
0

) =

p
t
+

� t�p
t
+

� t
0p

t
+

� t+
p
t
+

� t
0

, (5)

and is small in the physical region. Here t ⌘ q
2

,
t± ⌘ (mB ± mD

⇤)
2

and t
0

= t
+

�
p
t
+

(t
+

� t�). We
adopt the Blaschke factors, Pi(z), corresponding to re-
moval of the Bc poles of the BD

⇤
system, and the outer

functions, �i(z), from Refs. [3, 12]. The BGL coe�cients

in Eq. 4 satisfy the relations
P

n |a
i
n|

2  1, known as uni-
tarity constraints. The CLN [10] formalism makes similar
expansions up to cubic terms, but imposes heavy-quark
symmetry relations and QCD sum rules to relate the ex-
pansion parameters. The theoretical uncertainties in the
CLN relations have typically been ignored in the form
used to report measurements, leading to internal incon-
sistencies [13].

In this Letter, employing a data sample of 471 ⇥ 10
6

BB pairs [14] produced at the ⌥(4S) resonance and col-
lected by the BABAR detector [15, 16], a full 4-dimensional
analysis of the B ! D

⇤
`
�
⌫` decay rate corresponding

to Eq. 1 is reported. One of the B mesons, referred
to as the tag-side B, is fully reconstructed via hadronic
decays, allowing for the missing neutrino 4-momentum,
p
miss

, to be explicitly reconstructed on the signal-side B,
since the initial e

±
4-momenta are known. The hadronic

tagging algorithm uses charm-meson seeds (D
(⇤)

, J/ )
combined with ancillary charmless light hadrons (⇡/K),
and is the same as in several previous BABAR analy-
ses [15, 17, 18]. From the remaining particles in the event

after the tag-B reconstruction, aD
0

meson reconstructed
via one its three cleanest decay modes, K

�
⇡
+

, K
�
⇡
�
⇡
0

or K
�
⇡
+

⇡
�
⇡
+

, is combined with a ⇡
0

or ⇡
+

, to form a
D

⇤0
or D

⇤+
, respectively. For each D

⇤
candidate, the re-

constructed invariant mass of the D
0

and the di↵erence
of the reconstructed masses, �m ⌘ (mD

⇤ � mD), are
required to be within four standard deviations of the ex-
pected resolution from their nominal values, at this stage.
The D

⇤
is combined with a charged lepton ` 2 {e, µ},

with the laboratory momentum of the lepton required to
be greater than 0.2 GeV and 0.3 GeV for e and µ, re-
spectively. The six D

⇤
decay modes along with the two

charged lepton species comprise twelve signal channels
that are processed as independent data samples. No ad-
ditional tracks are allowed in the event. The entire event
topology, e

+

e
� ! ⌥(4S) ! B

tag

B
sig

(! D
⇤
`
�
⌫`) is con-

sidered in a kinematic fit including constraints on the
beam-spot, relevant secondary decay vertices and masses

of the reconstructed B
tag

, B
sig

, D
(⇤)

and the missing neu-

trino. The �
2

-probability from this highly constrained fit
is used as the main discriminant against background. To
reject candidates with additional neutral energy deposits,
E

extra

is defined as the sum of the energies of the good
quality photons not utilized in the event reconstruction.
The variable E

extra

is required to be less than 0.4 GeV
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FIG. 1. Comparisons between data and generic BB simula-
tion in the discriminating variables (a) U and (b) E

extra

. For
each plot, selections in all other variables have been applied.

to 0.6 GeV, depending on the D
(⇤)

modes. In contrast to
analyses of charmless semileptonic decays, backgrounds
from continuum qq̄ annihilation events that are typically
more jetty compared to BB production, are found to
be negligible. Therefore, no additional requirement is
placed on event shape variables. Only candidates satis-
fying q

2 2 [0.2, 10.2] GeV
2

are retained. In events with
multiple selected candidates, only the candidate with the
highest �

2

-probability from the kinematic fit is retained.
After all selections, the overall background level is

estimated to be ⇠ 2%, using a simulation of generic
⌥(4S) ! BB events, where both B-mesons decay to
any allowed final state. All selected events enter the 4-
dimensional angular fit; the small remnant background is
treated as a source of systematic uncertainty. Figure 1a
shows the comparison between data and simulation in the
variable U = E

miss

� |~p
miss

|, where the resolution in the
neutrino reconstruction has been weighted in the signal
part of this simulation to match that in the data. Here
E

miss

and ~p
miss

correspond to the missing neutrino en-
ergy and momentum, respectively. Figure 1b shows the
comparison in the discriminating variable E

extra

. The
e�ciency in E

extra

in the E
extra

! 0 signal region does
not a↵ect the angular analysis, so that an exact agree-
ment is not required. The generic BB simulation agrees
with the data in all kinematic-variable distributions in
the sideband regions, validating its use to estimate the
background in the signal region. The final requirement is
|U |  90 MeV. The total number of selected candidates
at this stage is 6112, with the estimated signal yield being
around 5932.
In addition to the generic BB simulation sample used

for the data analysis where both B-mesons are decayed
generically, a separate category of BB simulation is
employed where the B

tag

is decayed generically, but

B
sig

! D
⇤
(! D⇡)`

�
⌫` is decayed uniformly in dq

2

d⌦ at
the generator level. This latter sample is used to correct
for detector acceptance e↵ects in the fit to Eq. 1. The
simulation undergoes the same reconstruction and selec-
tion steps as the data sample.
Unbinned maximum-likelihood fits to the the BABAR

Emiss − | ⃗p miss | [GeV] Eextra [GeV]
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modes. In contrast to
analyses of charmless semileptonic decays, backgrounds
from continuum qq̄ annihilation events that are typically
more jetty compared to BB production, are found to
be negligible. Therefore, no additional requirement is
placed on event shape variables. Only candidates satis-
fying q

2 2 [0.2, 10.2] GeV
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are retained. In events with
multiple selected candidates, only the candidate with the
highest �

2

-probability from the kinematic fit is retained.
After all selections, the overall background level is

estimated to be ⇠ 2%, using a simulation of generic
⌥(4S) ! BB events, where both B-mesons decay to
any allowed final state. All selected events enter the 4-
dimensional angular fit; the small remnant background is
treated as a source of systematic uncertainty. Figure 1a
shows the comparison between data and simulation in the
variable U = E

miss
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|, where the resolution in the
neutrino reconstruction has been weighted in the signal
part of this simulation to match that in the data. Here
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correspond to the missing neutrino en-
ergy and momentum, respectively. Figure 1b shows the
comparison in the discriminating variable E
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. The
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in the E
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! 0 signal region does
not a↵ect the angular analysis, so that an exact agree-
ment is not required. The generic BB simulation agrees
with the data in all kinematic-variable distributions in
the sideband regions, validating its use to estimate the
background in the signal region. The final requirement is
|U |  90 MeV. The total number of selected candidates
at this stage is 6112, with the estimated signal yield being
around 5932.
In addition to the generic BB simulation sample used

for the data analysis where both B-mesons are decayed
generically, a separate category of BB simulation is
employed where the B
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⌫` is decayed uniformly in dq
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d⌦ at
the generator level. This latter sample is used to correct
for detector acceptance e↵ects in the fit to Eq. 1. The
simulation undergoes the same reconstruction and selec-
tion steps as the data sample.
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e+e− → Υ(4S) → BtagB̄sig( → D*ℓ−ν̄l)
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• Measure |Vcb| and form factor parameters
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cosθv, Χ for BGL expansion (N=1)
• Tension remain between inclusive and 

exclusive |Vcb|
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data in the four-dimensional decay rate given by Eq. 1
are performed in two variants, both employing BGL ex-
pansions of the form factors. For the nominal BABAR-only
variant, the negative log likelihood (NLL) is of the non-
extended type, implying that the overall normalization
factor is not imposed. This fit is used to extract the
three form factors in a fashion insulated from systematic
uncertainties related to the normalization, in particular
with the estimation of the B

tag

yield. To extract |Vcb|,
a second version of the fit is performed, where the inte-
grated rate � is converted to a branching fraction, B, as
� = B/⌧B , where ⌧B is the B-meson lifetime. The latest

HFLAV [19] values of B and ⌧B , for B
0

and B
�
mesons,

are employed as additional Gaussian constraints to the
BABAR-only NLL, and the entire fit is repeated. Second,
at the zero-recoil point, the relation

F
1

(q
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) = (mB �mD
⇤)f(q
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max

) (6)

is used to express a
F

1

0

in terms of the remaining BGL

coe�cients in f and F
1

. Therefore, a
F

1

0

is not a free
parameter in the fit, but is derived from the remain-
ing parameters. The small isospin dependence of these
constraints, arising from the di↵erences m

B
+ �m

B
0 and

m
D

⇤0 �m
D

⇤+ , is ignored in the calculation.
BGL expansion coe�cients beyond the linear terms are

essentially unconstrained by our data and allowing them
to vary in the fit produces no statistically significant ef-
fect on the form factor shapes, but results in violations of
the unitarity constraints. Therefore, the BGL expansion
fit is performed withN = 1. The background subtraction
is performed using a background component estimated
from the generic BB simulation sample. To ensure that
a global minimum for the NLL is reached, 1000 instances
of the fits are executed, with uniform sampling on [-1,+1]
for the starting values of the an coe�cients. Among con-
vergent fits, a unique minimum NLL is always found, up
to small variations in the least significant digits in the fit
parameters.

Many sources of systematic uncertainties cancel in
this analysis, since no normalization is required from
the BABAR data sample. Tracking e�ciences in
simulation show no significant dependence on q

2

or
{cos ✓`, cos ✓V ,�}. To account for the resolutions in the
reconstructed kinematic variables, the normalization of
the probablity density function in the fit is performed
using reconstructed variables from the simulation. The
dominant systematic uncertainty comes from the rem-
nant background that can pollute the angular distribu-
tions. To estimate its e↵ect on the fit results, the fit pro-
cedure is repeated excluding the background subtraction
and the di↵erence in the results is taken as the system-
atic uncertainty. For the fit using the HFLAV branching
fractions, the uncertainties in those branching fractions
are taken from HFLAV [19].

Table I summarizes the main results from the BGL

af
0 ⇥ 102 af

1 ⇥ 102 a
F
1

1 ⇥ 102 ag
0 ⇥ 102 ag

1 ⇥ 102 |Vcb|⇥ 103

1.29 1.63 0.03 2.74 8.33 38.36
±0.03 ±1.00 ±0.11 ±0.11 ±6.67 ±0.90

TABLE I. The N = 1 BGL expansion results of this analysis,
including systematic uncertainties.
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FIG. 2. Comparison between the BABAR BGL and CLN-
WA [19] form factors, {A1, A2, V }. Also shown is the LCSR
prediction at q2 = 0 [21]. The error bands are depicted by
the dashed curves and include both statistical and systematic
uncertainties.

fits, including |Vcb|. Several checks are performed to
ensure stability of the results. Cross-checks are per-
formed via separate fits to the B

0

and B
�
isospin modes

that have charged and neutral pions for the soft pion
in D

⇤ ! D⇡ [20]. Cross-checks are also performed
for separate fits to the two lepton species. Results are
found to be compatible within the statistical uncertain-
ties and thus no additional uncertainty is quoted from
these checks. The values of |Vcb|⇥10

3

, including only sta-

tistical uncertainties, for the e, µ, B
0

, B
�

separated fits
are 38.59±1.15, 38.24±1.05, 38.03±1.05 and 38.68±1.16,
respectively. The use of t

0

= t� in the BGL expansion, as
in Refs. [3, 6, 7] also gives results consistent with Table I.

Figure 2 shows the comparisons with the CLN world
average (CLN-WA) [19] as well as light cone sum rules
(LCSR) at the maximum recoil from Ref. [21]. Phe-
nomenologically, the most important feature in Fig. 2 is
the discrepancy between CLN-WA and BGL at the zero-
recoil limit, where HQET is expected to hold. Numer-
ically, the p-value of the consistency between the CLN-
WA and BABAR BGL results, computed near the zero-
recoil point, is 0.0013. The BGL formalism explicitly
avoids placing any HQET-based connections between the
form factors. The di↵erence could point to non-negligible
corrections that are of higher order in {↵s,⇤/mb,c} [3].
While experimental tests of the validity of HQET-based
form factors have been carried out elsewhere [22], the ra-
tio among the helicity amplitudes obtainable from tagged
B ! D

⇤
`
�
⌫` is a more unambiguous and clean way to

probe HQET.

For |Vcb|, the result obtained here is well below the
value determined from inclusive decays. This is in
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Figure 5.7: lepton momentum distribution in the lab frame. The colour scheme is

defined in the Fig.5.11

5.4 Determination of B
0 rest Frame

To calculate the B

0 momentum, we require information on the neutrino 4-momentum

however, neutrinos are not detected in the Belle detector. The variable cos ◊B,D
ú ¸ defines

the cosine of angle between D

ú+ and ¸

≠ with which the direction of the B

0 momentum is

determined as shown in the Figure 5.8.
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Figure 5.8: Illustration for the B
0 reconstruction

cos◊B,D
ú ¸ is not measured directly, but is found by applying conservation of momentum

of the decay, pB = pDú + p¸ + p‹,

(5.1)

p‹ = (pB ≠ pDú ¸).

(5.2)

FPCP2019 Eiasha WAHEED

using untagged approachB0 ! D⇤�`+⌫`
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FIG. 5. Results of the fit with the CLN form factor parameterisation. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.
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FF parameters and |Vcb| from CLN
Simultaneous fit of 1D projections of w, cosθl, cosθv, Χ to extract ρ2, R1(1), 
R2(1) and F(1)|Vcb| 

w cosθl

cosθv �

9

TABLE V. Fit Results for the four sub-samples in the CLN parameterisation.

SVD1(e) SVD1(µ) SVD2 (e) SVD2 (µ)

⇢2 1.165 ± 0.099 1.165 ± 0.102 1.087 ± 0.046 1.095 ± 0.051

R1(1) 1.326 ± 0.106 1.336 ± 0.102 1.117 ± 0.040 1.289 ± 0.048

R2(1) 0.767 ± 0.073 0.777 ± 0.074 0.861 ± 0.030 0.882 ± 0.034

F(1)|Vcb|⌘EW ⇥ 103 34.66 ± 0.48 35.01 ± 0.50 35.25 ± 0.23 34.98 ± 0.24

�2/ndf 35/36 36/36 44/36 43/36

p-value 0.52 0.47 0.17 0.20

B.F [%] 4.84 ± 0.06 4.91 ± 0.06 4.88 ± 0.03 4.82 ± 0.03

TABLE VI. Fit Results for the four sub-samples in the BGL parameterisation where the following parameters are floated:ãf
0 ,

ãf
1 , ã

F1
1 , ãF1

2 , ãg
0 ⇥ 102.

SVD1(e) SVD1(µ) SVD2 (e) SVD2 (µ)

F(1)|Vcb|⌘EW ⇥ 103 38.82 ± 0.86 39.16 ± 0.91 39.29 ± 0.39 38.74± 0.42

�2/ndf 36/35 35/35 44/3 44/35

p-value 0.42 0.47 0.14 0.14

across all bins in p
lab

and ✓
lab

.481

• The results from the background normalisation fit482

are varied within their fitted uncertainties. We take483

into account finite correlations between the fit re-484

sults of each component.485

• The uncertainty of the decays B̄ ! D⇤⇤`�⌫̄
`

486

are twofold: the indeterminate composition of487

each D⇤⇤ state and the uncertainty in the form-488

factor parameters used for the MC sample pro-489

duction. The composition uncertainty is estimated490

based on uncertainties of the branching fractions:491

±6% for B̄ ! D
1

(! D⇤⇡)`⌫̄
`

, ±12% for B̄ !492

D⇤
2

(! D⇤⇡)`⌫̄
`

, ±24% for B̄ ! D0
1

(! D⇤⇡⇡)`⌫̄
`

493

and ±17% for B̄ ! D⇤
0

(! D⇤⇡)`⌫̄
`

. If the494

experimentally-measured branching fractions are495

not applicable, we vary the branching fractions con-496

tinuously from 0% to 200% in the MC expectation.497

We estimate an uncertainty arising from the LLSW498

model parameters by changing the correction fac-499

tors within the parameter uncertainties.500

• The relative number of B0B̄0 meson pairs com-501

pared to B+B� collected by Belle has a small un-502

certainty and a↵ects only the relative composition503

of cross-feed signal events from B+ and B0 decays504

• Charged hadron particle identification is deter-505

mined with data using D⇤ tagged charm decays.506

The uncertainties that only a↵ect the overall normalisa-507

tion are: tracking e�ciency for high momentum tracks,508

the branching ratios B(D⇤+ ! D0⇡+), and B(D0 !509

K�⇡+), the total number of ⌥(4S) events in the sam-510

ple, and the B0 lifetime.511

The breakdown of the systematic uncertainties in the512

CLN fit is given in Table VII.513

VIII. RESULTS514

The full results for the CLN fit are given below, where515

the first uncertainty is statistical, and the second system-516

atic.517

⇢2 = 1.106 ± 0.031 ± 0.007518

R
1

(1) = 1.229 ± 0.028 ± 0.009519

R
2

(1) = 0.852 ± 0.021 ± 0.006520

B(B0 ! D⇤�`+⌫
`

) = (4.86 ± 0.02 ± 0.15)%521

F (1)|V
cb

|⌘
EW

⇥ 103 = 35.06 ± 0.15 ± 0.54522

These results are consistent with, and more precise than523

those published in Refs. [4, 17–19]. We also present524

the results for the BGL fit, where the first uncertainty is525

statistical, and the second systematic.526

F (1)|V
cb

|⌘
EW

⇥ 103 = 39.01 ± 0.26 ± 0.60.527

These results are consistent with those based on a pre-528

liminary tagged approach by Belle [20], as performed in529

Refs. [14, 15]. Both sets of fits give acceptable �2/ndf:530

therefore the data does not discriminate between the pa-531

rameterisations. The result with the BGL paramterisa-532

tion has a larger fit uncertainty.533

Taking the value of F (1) = 0.906 ± 0.013 from Lattice534

QCD [21] and ⌘
EW

= 1.0066 from Ref. [13], we find the535

following values for |V
cb

|: (38.70±0.17±0.60±0.56)⇥10�3

536

(CLN+LQCD) and (42.78 ± 0.29 ± 0.66 ± 0.62) ⇥ 10�3

537

(BGL+LQCD).538

We perform a lepton flavour universality (LFU) test539

by forming a ratio of the branching fractions of modes540

with electrons and muons. The corresponding value of541

this ratio is542

B(B0 ! D⇤�e+⌫)

B(B0 ! D⇤�µ+⌫)
= 1.01 ± 0.01 ± 0.03,543

62 CHAPTER 5. ANALYSIS PROCEDURE

D

0 candidate vertices are selected if the ‰

2 probability of the fit is greater than 10≠3 as

shown in Fig. 5.6. The reconstructed mass of the D

0 is constrained to lie within a 3‡

range from the accepted PDG value as shown in the Fig. 5.7. The standard deviation

value is found to be 4.5 MeV/c

2, as calculated using real data. For reconstruction of the
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Figure 5.7: Reconstructed D0 mass distribution distribution and the dashed line
show 3‡ mass window.

D

ú candidate, the D

0 candidate is combined with a charged slow pion, fi

+
s . This slow pion

is reconstructed with low e�ciency, due to its very low momentum and doesn’t need to

satisfy the impact parameter cuts or SVD hit requirement. To minimise the qq̄ continuum,

the centre-of-mass frame momentum of the D

ú must be less then 2.45 GeV/c as shown in

Fig. 5.15. For final analysis signal selection, the mass di�erence (� M) between D

ú and

D

0 is required to lie between 0.144 and 0.147 GeV as shown in Fig. 5.8.
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Figure 5.8: Distribution of � M where the dashed line show the signal selection.
The colour scheme is defined in the Fig. 5.7

F(1)|Vcb|ηEW x 103=  35.1 ± 0.2 ± 0.6

D0
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FF parameters and |Vcb| from BGL
Simultaneous fit of 1D projections of  w, cosθl, cosθv, Χ  to extract the  
coefficients of the BGL expansion (up to 3rd order) and F(1)|Vcb|
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62 CHAPTER 5. ANALYSIS PROCEDURE

D

0 candidate vertices are selected if the ‰

2 probability of the fit is greater than 10≠3 as

shown in Fig. 5.6. The reconstructed mass of the D

0 is constrained to lie within a 3‡

range from the accepted PDG value as shown in the Fig. 5.7. The standard deviation

value is found to be 4.5 MeV/c

2, as calculated using real data. For reconstruction of the
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Figure 5.7: Reconstructed D0 mass distribution distribution and the dashed line
show 3‡ mass window.

D

ú candidate, the D

0 candidate is combined with a charged slow pion, fi

+
s . This slow pion

is reconstructed with low e�ciency, due to its very low momentum and doesn’t need to

satisfy the impact parameter cuts or SVD hit requirement. To minimise the qq̄ continuum,

the centre-of-mass frame momentum of the D

ú must be less then 2.45 GeV/c as shown in

Fig. 5.15. For final analysis signal selection, the mass di�erence (� M) between D

ú and

D

0 is required to lie between 0.144 and 0.147 GeV as shown in Fig. 5.8.
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Figure 5.8: Distribution of � M where the dashed line show the signal selection.
The colour scheme is defined in the Fig. 5.7
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TABLE VI. Fit results for the electron and muon sub-samples in the BGL parameterization where the following parameters
are floated: ãf

0 , ã
f
1 , ã

F1
1 , ãF1

2 , ãg
0 along with F(1)|Vcb|⌘EW (derived from ãf

0 ). The p-value corresponds to the �2/ndf using the
statistical errors only.

e µ

ãf
0 ⇥ 102 �0.0507 ± 0.0005 �0.0505 ± 0.0006

ãf
1 ⇥ 102 �0.0673 ± 0.0220 �0.0626 ± 0.0252

ãF1
1 ⇥ 102 �0.0292 ± 0.0086 �0.0247 ± 0.0096

ãF1
2 ⇥ 102 +0.3407 ± 0.1674 +0.3123 ± 0.1871

ãg
0 ⇥ 102 �0.0864 ± 0.0024 �0.0994 ± 0.0027

F(1)|Vcb|⌘EW ⇥ 103 35.01 ± 0.31 34.84 ± 0.35

�2/ndf 48/35 43/35

p-value 0.08 0.26

B(B0 ! D⇤�`+⌫`) [%] 4.91 ± 0.02 4.88 ± 0.03

TABLE VII. Statistical correlation matrix of the fit to the full
sample in the BGL parameterization.

ãf
0 ãf

1 ãF
1 ãF

2 ãg
0

ãf
0 +1.000 �0.790 �0.775 +0.669 �0.038

ãf
1 +1.000 +0.472 �0.411 �0.406

ãF
1 +1.000 �0.981 +0.071

ãF
2 +1.000 �0.057

ãg
0 +1.000

into 10 bins of equal width where the width of each dis-
tribution is equal to 0.05, 0.2, 0.2 and 2⇡

10

respectively.
The bins are labelled with a common index i where i
= 1,...,40. The bins i = 1,...,10 correspond to the 10
bins of w distribution with bin ranging from w = 1.0
to w = 1.50, i = 11,...,20 correspond to the 10 bins of
cos ✓` distribution with bin ranging from cos ✓` = �1.0 to
cos ✓` = +1.0, i = 21,...,30 correspond to the 10 bins of
cos ✓

v

distribution with bin ranging from cos ✓
v

= �1.0
to cos ✓

v

= +1.0 and i = 31,...,40 correspond to the 10
bins of � distribution with the bin ranging from � = �⇡
to � = ⇡.

The values of |Vcb| and the form factors extracted from
fits to these data are found to be compatible with the
nominal analysis approach used in this paper. The over-
all uncertainties may be slightly larger as non-linear cor-
relations of systematic uncertainties are not captured by
the covariance matrices.

IX. RESULTS

The full results for the CLN fit are given below, where
the first uncertainty is statistical, and the second system-

atic:

⇢2 = 1.106 ± 0.031 ± 0.007, (24)

R
1

(1) = 1.229 ± 0.028 ± 0.009, (25)

R
2

(1) = 0.852 ± 0.021 ± 0.006, (26)

F(1)|Vcb|⌘EW

⇥ 103 = 35.06 ± 0.15 ± 0.56, (27)

B(B0 ! D⇤�`+⌫`) = (4.90 ± 0.02 ± 0.16)%, (28)

where the first error is statistical and the second error
is systematic. The dominant systematic uncertainties
are the track reconstruction or the lepton ID uncertainty
which are correlated between di↵erent bins. These results
are consistent with, and more precise than, those pub-
lished in Refs. [7, 25–27]. We find the value of branching
fraction is insensitive to the choice of parameterization.
We also present the results from the BGL fit, where the
first uncertainty is statistical, and the second systematic.

ãf
0

⇥ 103 = �0.506 ± 0.004 ± 0.008, (29)

ãf
1

⇥ 103 = �0.65 ± 0.17 ± 0.09, (30)

ãF1
1

⇥ 103 = �0.270 ± 0.064 ± 0.023, (31)

ãF1
2

⇥ 103 = +3.27 ± 1.25 ± 0.45, (32)

ãg
0

⇥ 103 = �0.929 ± 0.018 ± 0.013, (33)

F(1)|Vcb|⌘EW

⇥ 103 = 34.93 ± 0.23 ± 0.59, (34)

B(B0 ! D⇤�`+⌫`) = (4.90 ± 0.02 ± 0.16)%. (35)

These results are lower than those based on a prelim-
inary tagged approach by Belle [28], as performed in
Refs. [20, 21]. Both sets of fits give acceptable �2/ndf:
therefore the data do not discriminate between the pa-
rameterizations. The result with the BGL paramterisa-
tion is consistent with the CLN result but has a larger
fit uncertainty.

Taking the value of F(1) = 0.906 ± 0.013 from Lattice
QCD in Ref. [29] and ⌘

EW

= 1.0066 from Ref. [19], we
find the following values for |Vcb|: (38.4±0.2±0.6±0.6)⇥
10�3 (CLN+LQCD) and (38.3 ± 0.3 ± 0.7 ± 0.6) ⇥ 10�3

(BGL+LQCD). The errors correspond to the statistical,
systematic and lattice QCD uncertainties respectively.

• Consistent with CLN
• Differential data is provided 

F(1)|Vcb|ηEW x 103= 34.9 ± 0.2 ± 0.6
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|Vcb| from BaBar and Belle From CLN and BGL

|Vcb| x 103 =  38.4 ± 0.6 (CLN-Belle2019) (B→D*lv)[1]

|Vcb| x 103 =  38.3 ± 0.8 (BGL-Belle2019) (B→D*lv)[1]

|Vcb| x 103 =  38.4 ± 0.9 (BGL-BaBar2019) (B→D*lv)[2]

|Vcb| x 103 =  39.9 ± 1.3 (CLN-Belle2016) (B→Dlv)[3]

|Vcb| x 103 =  40.8 ± 1.1 (BCL-Belle2016)(B→Dlv)[3]

|Vcb| x 103 = 42.2 ± 0.8 (Inclusive-HFLAV)[4]

�17

• CLN and BGL agree for  both Belle and BaBar
• Inclusive and Exclusive tension still persistent !!!
• CLN and BGL form factor differences at zero-recoil (minimum higher 

order HQET corrections) need to be investigated further.

Last 10 years…
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                       differential decay rate 

•  Differential decay rate (as function of q2) is compared with expectations 
from HQET and unquenched lattice QCD predictions.

•                             described by (6) form factors (FF) corresponding to the 
vector and axial-vector components.

�18
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Figure 3: The spectra (a) dN
meas

/dw before unfolding and (b) dN
u

/dw after unfolding, for the
decay ⇤0

b ! ⇤+

c µ
�⌫µ. The latter spectrum is then corrected for acceptance and reconstruction

e�ciency and fitted to the IW function ⇠B(w) with the procedure discussed in the text.

5 The shape of ⇠B(w) for ⇤0

b ! ⇤+

c µ
�⌫µ decays

In order to determine the shape of the Isgur-Wise function ⇠B(w), we use the square root
of dN

corr

/dw divided by the kinematic factor K(hwi), defined in Eq. 4, evaluated at the
midpoint in the seven unfolded w bins. We derive the IW shape with a �2 fit, where the
�2 is formed using the full covariance matrix of dN

corr

/dw.
We use various functional forms to extract the slope, ⇢2, and curvature, �2, of ⇠B(w).

The first functional form is motivated by the 1/Nc expansion [44], where Nc represents
the number of colors, and has an exponential shape parameterized as

⇠B(w) = exp[�⇢2(w � 1)]. (8)

The second functional form, the so called “dipole” IW function, which is more consistent
with sum-rule bounds [17], is given by

⇠B(w) =

✓
2

w + 1

◆
2⇢2

. (9)

Finally, we can use a simple Taylor series expansion of the Isgur-Wise function and fit
for the slope and curvature parameters using the Taylor series expansion introduced in
Eq. 5. Figure 4 shows the measured ⇠B(w) and the fit results with this parameterization.
Table 3 summarizes the slope and curvature at zero recoil obtained with the three fit
models. Note that the curvature is an independent parameter only in the last fit, while in
the first two models it is related to the second derivative of the IW function.
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In order to determine the shape of the Isgur-Wise function ⇠B(w), we use the square root
of dN

corr

/dw divided by the kinematic factor K(hwi), defined in Eq. 4, evaluated at the
midpoint in the seven unfolded w bins. We derive the IW shape with a �2 fit, where the
�2 is formed using the full covariance matrix of dN

corr

/dw.
We use various functional forms to extract the slope, ⇢2, and curvature, �2, of ⇠B(w).

The first functional form is motivated by the 1/Nc expansion [44], where Nc represents
the number of colors, and has an exponential shape parameterized as

⇠B(w) = exp[�⇢2(w � 1)]. (8)

The second functional form, the so called “dipole” IW function, which is more consistent
with sum-rule bounds [17], is given by
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Finally, we can use a simple Taylor series expansion of the Isgur-Wise function and fit
for the slope and curvature parameters using the Taylor series expansion introduced in
Eq. 5. Figure 4 shows the measured ⇠B(w) and the fit results with this parameterization.
Table 3 summarizes the slope and curvature at zero recoil obtained with the three fit
models. Note that the curvature is an independent parameter only in the last fit, while in
the first two models it is related to the second derivative of the IW function.
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Figure 4: (a) The Isgur-Wise function fit for the decay ⇤0

b ! ⇤+

c µ
�⌫ with a Taylor series

expansion in (w � 1) up to second order. The black dots show the data and the solid (blue) line
shows the fitted function with the second-order Taylor series expansion model. The vertical
scale is in arbitrary units. (b) The correlation between slope ⇢2 and curvature �2/2: the three
ellipses correspond to the 1�, 2�, and 4� contours.

As the slope of the IW function is the most relevant quantity to determine |Vcb|
in the framework of HQET [13], we focus our studies on the systematic uncertainties
on this parameter. We consider several sources of systematic uncertainties, which are
listed in Table 4. The first two are determined by changing the fit models for ⇤+

c and
⇤c(2595)+ and ⇤c(2625)+ signal shapes in the corresponding candidate mass spectra. The
software trigger e�ciency uncertainty is estimated by using an alternative procedure to
evaluate this e�ciency using the trigger emulation in the LHCb simulation. In order to
assess systematics associated with the bin size, we perform the analysis with di↵erent
binning choices. The sensitivity to the ⇤0

b ! ⇤+

c µ
�⌫µ form factor modeling is assessed

by reweighting the simulated w spectra to correspond to di↵erent ⇠B functions with
slopes ranging from 1.5 to 1.7. The “phase space averaging” sensitivity is estimated by
comparing the fit to the expression for dN

corr

/dw with the fit to 1/K(hwi)
p
dN

corr

/dw.
The uncertainty associated with the ⇤0

b ! ⇤⇤+
c µ�⌫µ modeling is evaluated by changing

the relative fraction of ⇤+

c ⇡
+⇡� versus ⇤+

c ⇡
0⇡0 of the ⇤⇤+

c spectrum by ± 20%. Finally,
we use the alternative evaluation of the fraction of ⇤0

b ! ⇤+

c ⇡
+⇡�µ�⌫µ which includes

the maximum possible nonresonant component to assess the sensitivity to residual ⇤⇤+
c

Table 3: Summary of the values for the slope and curvature of the Isgur-Wise function with
di↵erent parameterizations. The quoted uncertainties are statistical only. The models marked
with “*” have only the slope at zero recoil as a free parameter, thus the curvature is derived
from the fitted ⇢2.

Shape ⇢2 �2 correlation coe�cient �2/ DOF
Exponential* 1.65 ± 0.03 2.72 ± 0.10 100% 5.3/5
Dipole* 1.82 ± 0.03 4.22 ± 0.12 100% 5.3/5
Taylor series 1.63 ± 0.07 2.16 ± 0.34 97% 4.5/4

10

d�

dw
= GK(w)⇠2B

<latexit sha1_base64="Kv2O0Jue+iLrQlpB/CZyizr8RCA=">AAACinicdVFdaxQxFM1M1bZrtas++hJchAq6TLLbnRlEKFWo4EsFty3sjEsmk9mGzhdJpnUJ+TH+pb713zQzu4KueiFwOPeee0/uTeqcS+V5d4679eDho+2d3d7jvSdP9/vPnp/JqhGUTWmVV+IiIZLlvGRTxVXOLmrBSJHk7Dy5+tjmz6+ZkLwqv6llzeKCLEqecUqUpeb9nzrqmszEIom1N/S6ePsXMFEmCNVpdEKKghid3hj44QSaDTnCvn+IrCoMQ/9wtALeKDBfDm7eGLhRHQYTPJ50M3yEW5mH/fFobKIf/LvGZq6PjZn3B50JhBBsAfInHmz7BhgFEK39DcA6Tuf92yitaFOwUtGcSDlDXq1iTYTiNGemFzWS1YRekQWbWViSgslYd8YMfG2ZFGaVsK9UsGN/V2hSSLksEltZEHUpN3Mt+a/crFFZEGte1o1iJV0Nypocqgq2d4EpF4yqfGkBoYJbr5BeErtzZa/Xs0v49VP4f3CGh2g0xF/Hg6Pj9Tp2wEvwChwABHxwBD6DUzAF1Nl23jkTx3f3XOyG7vtVqeusNS/AH+F+ugcPubos</latexit> Unfolded spectra Folded spectra 

IW fit for the decay 

p-value of 97%. This shows that the predicted shape is in good agreement with our
measurement.

The form factor decomposition in Ref. [19] does not allow a straightforward extrapola-
tion to the HQET limit of infinite heavy-quark masses. However, we know that in the
static limit all the form factors are proportional to a single universal function. In order to
assess how well our data are consistent with the static limit, we perform a second �2 fit
assuming that all the form factors are proportional to a single z-expansion function [46].
Fits with di↵erent pole masses used in the six form factors determined in Ref. [19] are
performed. The overall shape does not change appreciably; the pole mass of 6.768GeV
is preferred. The two fit parameters are the coe�cients a

0

and a
1

, giving the strength
of the first two terms in the z-expansion. The resulting fitted shape is shown in Fig. 5.
This fit has a �2 equal to 1.85 for 5 degrees of freedom, with a corresponding p-value of
87%. Note that the shape obtained with a single form-factor is very similar to the one
predicted in Ref. [19]. This is consistent with the HQET prediction [15] that the shape of
the di↵erential distribution is well described by the static approximation, modulo a scale
correction of the order of 10%, reflecting higher-order contributions. Further details of
this fit and the fit using the Lattice QCD calculation can be found in the Appendix.
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Figure 5: Comparison between the fit to the seven experimental data points using either the
Lattice QCD calculation of Ref. [19], shown as grey points with a shaded area corresponding to
the binned 1� theory uncertainty, or a single form factor fit in the z-expansion, shown as the
solid blue curve. The data points, modulo a scale factor, are shown as black points with error
bars.

7 Conclusions

A precise measurement of the shape of the Isgur-Wise function describing the semileptonic
decay ⇤0

b! ⇤+

c µ
�⌫µ has been performed. The measured slope is consistent with theoretical

models and the bound ⇢2 � 3/4 [16]. The measured curvature �2 is consistent with the
lower-bound constraint �2 � 3/5[⇢2 + (⇢2)2] [18]. The shape of d�/dq2 is studied and
found to be well described by the unquenched lattice QCD prediction of Ref. [19], as well
as by a single form-factor parameterization. Further studies with a suitable normalization
channel will lead to a precise independent determination of the CKM parameter |Vcb|.

12

Lattice QCD fit for 
the decay 

ρ2 = 1.63 ± 0.07 ± 0.08, 
consistent with Lattice1, QCD2, 
and relativistic quark model3

Further studies with a suitable normalisation channel will lead to a 
precise independent determination of the CKM parameter |Vcb|. 

where the constant factor G is given by

G =
2

3

G2

F

(2⇡)3
|Vcb|2(m⇤0

b
)4r2 with r = m⇤+

c
/m⇤0

b
, (3)

where GF represents the Fermi coupling constant [14], |Vcb| is the magnitude of the matrix
element describing the coupling of the c quark to the b quark, and the kinematic factor
K(w) is given by

K(w) = m⇤+
c

p
w2 � 1 [3w(1� 2rw + r2) + 2r(w2 � 1)]. (4)

The function ⇠B(w) cannot be determined from first principles in HQET, but calculations
based on a variety of approaches exist. The kinematic limit w = 1 is special in HQET, as
only modest corrections in the (1/mb, 1/mc) expansion are expected, due to the absence of
hyperfine corrections [15]. Thus it is interesting to express ⇠B as a Taylor series expansion

⇠B(w) = 1� ⇢2(w � 1) +
1

2
�2(w � 1)2 + . . . , (5)

where ⇢2 is the magnitude of the slope of ⇠B and �2 is its curvature at w = 1. Sum
rules provide constraints on ⇢2 and �2. In particular they require the slope at the
zero recoil point to be negative, and give bounds on the curvature and higher-order
derivatives [16, 17]. In addition they predict �2 � 3/5[⇢2 + (⇢2)2] [18] and ⇢2 � 3/4.
Table 1 summarizes theoretical predictions for ⇢2 from quenched Lattice QCD, QCD sum
rules, and a relativistic quark model.

Recently, state-of-the-art calculations of the six form factors describing the decay
⇤0

b ! ⇤+

c µ
�⌫µ have been obtained using Lattice QCD with 2 + 1 flavors of dynamical

domain-wall fermions [19]. These form factors are calculated in terms of q2. More details
on this formalism are given in Appendix I. The resulting theoretical uncertainty attached
to a measurement of |Vcb| using this form factor prediction is about 3.2%. The precision of
this calculation makes this approach an appealing alternative to the ones currently used,
all based on B-meson semileptonic decays such as B0 ! D⇤+µ�⌫µ. Thus it is important
to examine the model’s agreement with measured quantities such as the shape of the
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study of ⇠B(w) was performed by the DELPHI experiment at LEP, which obtained
⇢2 = 2.03± 0.46 (stat)+0.72

�1.00 (syst), with an overall uncertainty of the order of 50% [20].
In this paper we describe a determination of the shape of the w or q2 spectrum of

the decay ⇤0
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�⌫µ candidates and to estimate the corresponding
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•            is fraction of D* polarisation in                                 decay from angular 
distribution in  

• SM prediction1:

• θhel is angle between D0 and direction 
opposite to B0 in D∗− rest frame

• Rest of event information to reconstruct 
Btag

• Calculate helicity angle in 3 bins

• Signal yield in bins of cosθhel is extracted 
from extended unbinned ML fit to Mtag
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FIG. 4. The measured cos ✓
hel

distribution in B0 ! D⇤�⌧+⌫⌧ decays (data points with statistical
errors); the fit result is overlaid (red line) with FD⇤

L = 0.60. The yellow band represents the SM
prediction of Ref. [20].

TABLE I. Summary of systematic uncertainties

Source �FD⇤
L

Monte Carlo AR shape and peaking background ±0.032

statistics CB shape ±0.010

Background scale factors ±0.001

Background B ! D⇤⇤`⌫ ±0.003

modeling B ! D⇤⇤⌧⌫ ±0.011

B ! hadrons ±0.005

B ! D̄⇤M ±0.004

Signal modeling Form factors ±0.002

cos ✓
hel

resolution ±0.003

Acceptance non-uniformity +0.015
�0.005

Total +0.039
�0.037

CONCLUSIONS

We report the first measurement of the D

⇤ polarization in semitauonic decay B

0 !
D

⇤�
⌧

+

⌫⌧ . The result is based on a data sample of 772 ⇥ 106 BB̄ pairs collected with
the Belle detector. The fraction of D⇤� longitudinal polarization, measured assuming SM
dynamics, is found to be F

D⇤
L = 0.60 ± 0.08(stat) ± 0.04(syst), and agrees within 1.6 (1.8)

standard deviations with the SM predicted values (FD⇤
L )

SM

= 0.457±0.010 [21] (0.441±0.006
[20]).

We thank the KEKB group for the excellent operation of the accelerator, the KEK
cryogenics group for the e�cient operation of the solenoid, and the KEK computer group and
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INTRODUCTION

Decays of B mesons to final states containing ⌧ leptons provide an important test-bed
for the standard model (SM) and its extensions. Of special interest are theoretically well-
controlled semitauonic decays B ! D̄

(⇤)
⌧

+

⌫⌧ [1], where new physics (NP) may contribute
at tree level. Complementary sensitivities of the decays B ! D̄⌧

+

⌫⌧ and B ! D̄

⇤
⌧

+

⌫⌧

to various SM extensions, and the rich spectrum of kinematical observables accessible in
the three-body final states, enable comprehensive studies of the underlying dynamics in
b̄ ! c̄⌧

+

⌫⌧ transitions [2, 3]. This potential is still far from being fully explored, primarily
due to the inherent measurement challenges associated with multiple neutrino final states.

The decays B ! D̄

(⇤)
⌧

+

⌫⌧ have been studied experimentally by Belle [4–8], BaBar
[9, 10], and LHCb [11, 12]. So far, the experiments measured the branching fractions
B(B ! D̄

(⇤)
⌧

+

⌫⌧ ), or the ratios R(D(⇤)) = B(B ! D̄

(⇤)
⌧

+

⌫⌧ )/B(B ! D̄

(⇤)
`

+

⌫`), (` = e, µ),
distributions of several kinematic variables, and recently the longitudinal tau polarization,
P

D⇤
⌧ , in the D

⇤ mode [8]. While the results on di↵erential decay rates and P

D⇤
⌧ are still

statistically limited, the experimental values of R(D(⇤)) already challenge the SM and
some of its extensions. The current world averages of R(D) = 0.407 ± 0.039 ± 0.024 and
R(D⇤) = 0.306 ± 0.013 ± 0.007 [13] exceed the SM predictions R(D) = 0.299 ± 0.003 [14],
and R(D⇤) = 0.257 ± 0.003 [15] by 2.3 and 3.0 standard deviations (�), respectively, and
the combined results on R(D(⇤)) deviate from the SM by about 3.8 �. Interestingly, it is
also di�cult to accommodate the observed branching fractions within the two Higgs doublet
models [16, 17], mainly due to the relatively large excess in the B ! D̄

⇤
⌧

+

⌫⌧ mode, which
is expected to be less sensitive to the charged Higgs contributions than the B ! D̄⌧

+

⌫⌧

channel. Further studies of kinematic distributions and angular observables in semitauonic
B decays may provide new clues to unravel the R(D(⇤)) puzzle. An interesting observable,
not explored so far experimentally, is the D

⇤ polarization. In the SM, the fraction of D⇤

longitudinal polarization, FD⇤
L , is expected to be around 0.45 [3, 18–21], and the most recent

predictions are 0.441 ± 0.006 [20], and 0.457 ± 0.010 [21]. The value of FD⇤
L can be signifi-

cantly modified in the presence of NP contributions [3, 19–22]; in particular, the scalar and
tensor operators may enhance and decrease FD⇤

L , respectively. In this paper, we present the
first measurement of the D⇤ polarization in the B0 ! D

⇤�
⌧

+

⌫⌧ decay. We extract FD⇤
L from

the angular distribution in D

⇤� ! D̄

0

⇡

� decay:

1

�

d�

d cos ✓
hel

=
3

4
(2FD⇤

L cos2 ✓
hel

+ (1� F

D⇤

L ) sin2

✓

hel

), (1)

where ✓

hel

is the angle between D̄

0 and the direction opposite to B

0 in the D

⇤� rest frame.

DETECTOR AND DATA SAMPLES

This analysis is based on the full ⌥(4S) data sample containing 772 ⇥ 106B̄B pairs
recorded with the Belle detector at the asymmetric-beam-energy e

+

e

� collider KEKB [23].
The Belle detector, described in detail elsewhere [24], is a large-solid-angle magnetic spec-
trometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber
(CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement
of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL)
comprised of CsI(Tl) crystals located inside a superconducting solenoid coil that provides

6 agrees within about 1.7σ with SM

FD⇤

L = 0.45
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Importance of B→D** lv Measurement 

• D** is important background for both semileptonic (B→D*lv) and 
semitonic (B→D*τ v) measurements 

• D** is leading systematic error for both measurement 

• Can mimic signal while measuring R(D) and R(D*)
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FIG. 3. EECL fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) samples,
are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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momentum and direction using e

+

e

� ! e

+

e

�
`

+

`

� and
J/ ! `

+

`

� decays.
We reweight events to account for di↵ering yields of

misreconstructed D

(⇤) between data and MC simula-
tions. The calibration factor for the fake charm correc-
tion is provided by the ratio of 2D histograms of class vs.
E

ECL

for the �M sideband of data and MC events. In
order to correct for the di↵erence in B

tag

reconstruction
e�ciencies between data and MC simulations, we build
PDFs of correctly reconstructed and misreconstructed
B

tag

candidates using MC samples, and perform a fit
to data. The ratios between the measured and expected
yields provide the B

tag

calibration factors. To validate
the fit procedure, we perform fits to multiple subsets of
the available MC samples. We do not find any bias with
the evaluation of the statistical uncertainties.

V. SYSTEMATIC UNCERTAINTIES

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the pa-
rameter’s value and uncertainty. Then we repeat the fit
and estimate the associated systematic uncertainty from
the standard deviation of the resulting distribution. The
systematic uncertainties are summarized in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D

⇤⇤
`⌫` channels and the decays of the D⇤⇤ mesons,

which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty due to B ! D

⇤⇤
`⌫`

decays. The uncertainties on the branching fraction of
B ! D

⇤⇤
`⌫` are assumed to be ±6% for D

1

, ±10% for
D

⇤
2

, ±83% for D

0
1

, and ±100% for D

⇤
0

, while the uncer-
tainties on each of the D⇤⇤ decay branching fractions are
conservatively assumed to be ±100%.

The e�ciency factors for the fake D(⇤) and B

tag

recon-
struction are calibrated using collision data. The uncer-
tainties on these factors is a↵ected by the size of the sam-
ples used in the calibration. We vary the factors within
their errors and extract associated systematic uncertain-
ties.

The reconstruction e�ciency of feed-down events, to-
gether with the e�ciency ratio of signal to normalization
events, are varied within their uncertainties, which are
limited by the size of MC samples.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
ferent momentum spectra of leptons and charm mesons
in the normalization and signal modes. The uncertain-
ties introduced by these factors are included in the total
systematic uncertainty.

A large systematic uncertainty arises from the limited
size of MC samples. To estimate it, we recalculate PDFs
for signal, normalization, fake D

(⇤) events, B ! D

⇤⇤
`⌫`,

feed-down, and other backgrounds by generating toy MC

TABLE I. Systematic uncertainties contributing to the
R(D(⇤))results.

Source �R(D) (%) �R(D⇤) (%)
D⇤⇤ composition 0.76 1.41
Fake D(⇤) calibration 0.19 0.11
Btag calibration 0.07 0.05
Feed-down factors 1.69 0.44
E�ciency factors 1.93 4.12
Lepton e�ciency and fake rate 0.36 0.33
Slow pion e�ciency 0.08 0.08
MC statistics 4.39 2.25
B decay form factors 0.55 0.28
Luminosity 0.10 0.04
B(B ! D(⇤)`⌫) 0.05 0.02
B(D) 0.35 0.13
B(D⇤) 0.04 0.02
B(⌧� ! `�⌫̄`⌫⌧ ) 0.15 0.14
Total 5.21 4.94

samples from the nominal PDFs according to a Poisson
statistics, and then repeat the fit with the new PDFs.
We include minor systematic contributions from other

sources: one related to the parameters that are used for
reweighting the semileptonic B decays from the ISGW to
LLSW model; and the others from the integrated lumi-
nosity and the branching fractions of B ! D

(⇤)
`⌫, D,D

⇤

and ⌧� ! `

�
⌫̄`⌫⌧ decays [26]. The total systematic un-

certainty is estimated by summing the aforementioned
contributions in quadrature.

VI. RESULTS

Our results are:

R(D) = 0.307± 0.037± 0.016 (4)

R(D⇤) = 0.283± 0.018± 0.014, (5)

where the first uncertainties are statistical, and the sec-
ond are systematic. The same ordering of uncertainties
holds for all following results. The statistical correlation
between the quoted R(D) and R(D⇤) values is �0.53,
while the systematic correlation is �0.52. The dataset
used in this measurement includes the one used for the
previous R(D⇤+) result from Belle [13], which is consis-
tent with this measurement. Being statistically corre-
lated, the earlier measurement should not be averaged
with this one, which combines R(D⇤+) and R(D⇤0). A
breakdown of electron and muon channels yields R(D) =
0.281± 0.042± 0.017, R(D⇤) = 0.304± 0.022± 0.016 for
the first case, andR(D) = 0.373±0.068±0.030, R(D⇤) =
0.245±0.035±0.020 for the second case. All fitted yields
are listed in Table II. The E

ECL

and class projections
of the fit are shown in Figures 2, 3, 4, 5. The 2D com-
bination of the R(D) and R(D⇤) results of this analy-
sis, together with the most recent Belle results on R(D)
and R(D⇤) ([12, 14]) obtained using a hadronic tag, are

B->D*0 
(Normalisation 
Region)
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FIG. 1. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B+ ! D�⇡+`+⌫ (left) and B+ ! D⇤�⇡+`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.
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FIG. 2. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B0 ! D̄0⇡�`+⌫ (left) and B0 ! D̄⇤0⇡�`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.

correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D

⇤ and D

⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B

+
B

� and B

0
B̄

0. These sources
of uncertainty of the simulation of the detector and un-

Important background for B→ D*τν  and R(D*) 
measurement

7

B+ ! D�⇡+`+⌫ B0 ! D̄0⇡�`+⌫

Charged PID 4.8 6.9

⇡0 PID 1.2 6.0

Tracking e�ciency 2.6 3.6

D⇤⇤ form factors 0.3 0.2

D meson BRs 1.7 1.6

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.6 3.2

⌥(4S) BR 1.2 1.2

Combined (see text) 8.3 9.7

TABLE III. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D�⇡+`+⌫ and B0 ! D̄0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last rows gives the combined
variation of all sources.

derlying physical processes are described in more detail
in Ref. [25]. Since it is reasonable to assume that the
sources of uncertainty follow a normal distribution, we
draw for each ensemble of simulated events, source, and
kinematic bin a new weight from a normal distribution
with the corresponding width. This is then used to do
an event-by-event weighting of the ensemble of simulated
events. The advantage of this method is that correlations
among the di↵erent sources for uncertainties as well as
the dependence on the event kinematics are taken into
account. By repeating this exercise while varying only one
source at a time, we estimate the relative contributions
of each source to the systematics. This decomposition is
shown in Tables III and IV. We omit the uncertainties due
to the K

0
S e�ciencies and the D

⇤ form factors because
these are consistent with zero relative to the tabulated
uncertainties.

From Tables III and IV, the combined systematic un-
certainty on the branching fraction by varying all sources
simultaneously are 8.3% for B+ ! D

�
⇡

+
`

+
⌫, 9.7% for

B

0 ! D̄

0
⇡

�
`

+
⌫, 5.8% for B+ ! D

⇤�
⇡

+
`

+
⌫, and 7.2%

for B0 ! D̄

⇤0
⇡

�
`

+
⌫.

We estimate the systematic uncertainty propagated
from the statistical uncertainty of the fitting templates
to be 1.9%, 2.6%, 3.2%, and 3.5% for the B

+ !
D

�
⇡

+
`

+
⌫ , B

+ ! D

⇤�
⇡

+
`

+
⌫ , B

0 ! D̄

0
⇡

�
`

+
⌫ and

B

0 ! D̄

⇤0
⇡

�
`

+
⌫ channels, respectively. These values

are estimated using 1000 ensembles of simulated events
for which we vary the templates using Poisson statis-
tics. Finally, the uncertainty on the detector-e�ciency
dependence on MD(⇤)⇡ is estimated by varying the MD(⇤)⇡
spectrum for each channel within Poisson statistics and
adding the di↵erence of the average e�ciency between the
±68% boundaries of the fit to the e�ciency versusMD(⇤)⇡.
The resulting uncertainty propagated to the branching
fraction of interest is below 1%̇ for each channel. The

B+ ! D⇤�⇡+`+⌫ B0 ! D̄⇤0⇡�`+⌫

Charged PID 2.1 6.5

⇡0 PID 2.0 5.2

Tracking e�ciency 2.9 3.2

D⇤⇤ form factors 0.2 0.1

D meson BRs 1.8 1.1

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.2 2.8

⌥(4S) BR 1.2 1.2

Combined (see text) 5.8 7.2

TABLE IV. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D⇤�⇡+`+⌫ andB0 ! D̄⇤0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last row gives the combined
variation of all sources.

final systematic uncertainties on the branching fraction
from all sources discussed above correspond to 8.6% for
B

+ ! D

�
⇡

+
`

+
⌫, 6.4% for B+ ! D

⇤�
⇡

+
`

+
⌫, 10.3% for

B

0 ! D̄

0
⇡

�
`

+
⌫, and 8.0% for B0 ! D̄

⇤0
⇡

�
`

+
⌫.

IV. RESULTS AND CONCLUSION

Using the combined fits, including the correction and
systematics from the MD(⇤)⇡ e�ciency, simulation uncer-
tainties and statistical uncertainty of the templates, we
obtain the following values for the branching fractions:

• B(B+ ! D

�
⇡

+
`

+
⌫)

= [4.55 ± 0.27 (stat.) ± 0.39 (syst.)] ⇥10�3,

• B(B0 ! D̄

0
⇡

�
`

+
⌫)

= [4.05 ± 0.36 (stat.) ± 0.41 (syst.)]⇥10�3,

• B(B+ ! D

⇤�
⇡

+
`

+
⌫)

= [6.03 ± 0.43 (stat.) ± 0.38 (syst.)]⇥10�3,

• B(B0 ! D̄

⇤0
⇡

�
`

+
⌫)

= [6.46 ± 0.53 (stat.) ± 0.52 (syst.)]⇥10�3.

These are within one standard deviation of the current
world-average values [20] with the exception of B0 !
D̄

⇤0
⇡

�
`

+
⌫ , which deviates by 1.7�. These supersede

the previous Belle result [11]. The total uncertainties
on our measurement are slightly better than the current
world-average for the channels B0 ! D̄

0
⇡

�
`

+
⌫ and B

0 !
D̄

⇤0
⇡

�
`

+
⌫ , whereas they are the same for the channels

B

+ ! D

�
⇡

+
`

+
⌫ and B

+ ! D

⇤�
⇡

+
`

+
⌫. A potential

extension to this work would be to confirm the recent
observation of B ! D

(⇤)
⇡⇡`⌫ by BaBar [26] as well as to

analyze the MD(⇤)⇡ distribution to extract the branching
fractions and widths of the di↵erent D⇤⇤ mesons. Here,
there are still some discrepancies between the Belle [11]
and BaBar [13] measurements.

within 1σ of WA

Belle 711fb-1

D⇤⇤ ! D⇤⇡ and D⇤⇤ ! D⇡

` = e, µ

arXiv:1803.06444, Phys. 
Rev. D 98, 012005 (2018)
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FIG. 1. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B+ ! D�⇡+`+⌫ (left) and B+ ! D⇤�⇡+`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.
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FIG. 2. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B0 ! D̄0⇡�`+⌫ (left) and B0 ! D̄⇤0⇡�`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.

correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D

⇤ and D

⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B

+
B

� and B

0
B̄

0. These sources
of uncertainty of the simulation of the detector and un-

D⇤0 ! D0⇡0, D⇤+ ! D+⇡0, D0⇡+

D⇤0 ! D0⇡0, D⇤+ ! D+⇡0, D0⇡+
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Figure 8: Template fit to the missing-mass distribution. The nuisance parameters used to quantify
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is shown, comparing the background to the sum of the signal templates. The background-
subtracted distribution (right) is compared to the breakdown of the signal components. The
statistical uncertainty in the background templates is represented as the shaded band around
the fit. In the pull distribution, the statistical uncertainty of the background templates is added
to the statistical uncertainty of the data points.
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D⇤⇤0! D0X
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µ

channels. The alternate fit using di↵erent branching fractions for di↵erent D⇤⇤0 states is not
included.

15

PV

B⇤0
s2

✓

B�

K+
K�
⇡+

D0

µ�

⌫
µ

+X

Figure 1: Decay topology for the B�! D0Xµ�⌫
µ

signal decays. A B⇤0
s2 meson decays at

the primary vertex position, producing a B� meson and a K+ meson. The angle in the
laboratory frame between the K+ and B� directions is defined as ✓. The B� meson then
decays semileptonically to a D0 meson and a muon, accompanied by an undetected neutrino
and potentially other particles, referred to collectively as X.

software trigger requires a two-, three- or four-track secondary vertex with a significant
displacement from any primary pp interaction vertex, consistent with coming from a b
hadron. The D0µ� vertex must be of high quality, and well separated from the primary
vertex.

After selecting B� candidates, we add candidate kaons consistent with originating
from the primary vertex, referred to as prompt, to form the B⇤0

s2 candidates. To reduce
background from misidentified pions from the primary interaction, we impose strong
particle-identification requirements. The selection requirements for the prompt kaons
are optimized using the fully reconstructed decay B�! J/ K�. Signal decays produce
a B�K+ pair; in addition to this opposite-sign kaon (OSK) data sample, we also use
B�K� same-sign kaon (SSK) combinations to help estimate backgrounds from data.

Samples of simulated B⇤0
s2 events are used to model the B�! D0µ�⌫

µ

, B�! D⇤0µ�⌫
µ

,
and B�! D⇤⇤0µ�⌫

µ

signal components. For the D⇤⇤0 component, the simulation includes
contributions from the four L = 1 D mesons as well as a small contributions of nonres-
onant D(⇤)⇡ decays. In the simulation, pp collisions are generated using Pythia [25]
with a specific LHCb configuration [26]. Decays of hadronic particles are described by
EvtGen [27], in which final-state radiation is generated using Photos [28]. The interac-
tion of the generated particles with the detector, and its response, are implemented using
the Geant4 toolkit [29] as described in Ref. [30].

3 Reconstruction of the B� meson momentum

We find the energy of the B� meson by using its flight direction from the primary vertex to
the secondary D0µ� vertex; a diagram of the decay topology is shown in Fig. 1. Applying
mass constraints for the B� meson mass, m

B

, and the hypothesized parent particle mass,
m

BK

, leaves a quadratic equation for the B� meson energy, E
B

, derived in Appendix A.
In carrying out the analysis we use two di↵erent quantities related to this calculation.

3

fD⇤⇤0 =
B(B� ! (D⇤⇤0 ! D0X)µ�⌫̄µ)

B(B� ! D0Xµ�⌫̄µ)
= 0.21± 0.07.
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Abstract

The decay of the narrow resonance B⇤0
s2! B�K+ can be used to determine the

B� momentum in partially reconstructed decays without any assumptions on the
decay products of the B� meson. This technique is employed for the first time to
distinguish contributions from D0, D⇤0, and higher-mass charmed states (D⇤⇤0) in
semileptonic B� decays by using the missing-mass distribution. The measurement is
performed using a data sample corresponding to an integrated luminosity of 3.0 fb�1

collected with the LHCb detector in pp collisions at center-of-mass energies of 7 and
8TeV. The resulting branching fractions relative to the inclusive B�! D0Xµ�⌫

µ
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• First LHCb measurement of f(D0/D*0/D**0) → distinguishes D0/D*0/D**0 in 
semileptonic B decay

• Useful input for B production rate at 
LHCb. 

• B∗0
s2  decay used to separate the 

three components

•  B.F relative to the inclusive

ReRelativeB� ! D0/D⇤0/D⇤⇤0µ�⌫µ
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Figure 31: Lattice and experimental data for (1 − q2/m2
B∗)fB→π

+ (q2) and fB→π
0 (q2) versus

z. Green symbols denote lattice-QCD points included in the fit, while blue and indigo points
show experimental data divided by the value of |Vub| obtained from the fit. The grey and
orange bands display the preferred N+ = N0 = 3 BCL fit (six parameters) to the lattice-QCD
and experimental data with errors.

Recently the Belle collaboration presented an updated measurement of the B → D∗ℓν branch-
ing ratio [137] in which, as suggested in Refs. [138–140], the impact of the form factor param-
eterization has been studied by comparing the CLN [136] and BGL [141, 142] ansätze. Their
results are:

[FB→D∗
(1)ηEW|Vcb|]CLN, Belle = 35.06(15)(54)× 10−3 , (270)

[FB→D∗
(1)ηEW|Vcb|]BGL, Belle = 38.73(25)(60)× 10−3 , (271)

where the first error is statistical and the second is systematic, indicating a very strong
dependence of the result on the chosen parameterization. In light of the fact that the BGL
parameterization imposes much less stringent constraints on the shape of the form factor than
the CLN one, we ascribe the tension in the above determinations to a bias introduced in the
fit by the CLN parameterization. In the following we present determinations of |Vcb| obtained
from Eqs.(269) and (271). By using ηEW = 1.00662 22 and the lattice value for FB→D∗

(1)
in Eq. (250), we thus extract the averages

Nf = 2 + 1 [B → D∗ℓν]CLN : |Vcb| = 39.12(52)(47)× 10−3 , (272)

Nf = 2 + 1 [B → D∗ℓν]BGL : |Vcb| = 42.55(57)(71)× 10−3 , (273)

where the first uncertainty comes from the lattice computation and the second from the
experimental input. In light of the above discussion, we consider our best estimate the result
in Eq. (273).

For the zero-recoil B → D form factor, HFLAV [133] quotes

HFLAV: GB→D(1)ηEW|Vcb| = 41.57(45)(89)× 10−3 , (274)

22Note that this determination does not include the electromagnetic Coulomb correction roughly estimated
in Ref. [101]. Currently the numerical impact of this correction is negligible.
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Summary of |Vub| determined from  leptonic decay, exclusive 
modes compared with lattice QCD  
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• Clean signal in missing mass for exclusive modes to measure |Vub|

• Form factors fi(q2) computed with Light Cone Sum Rules or LQCD 

• b!u l ν signal enhanced w.r.t. b!c backgrounds in low MX and high q2 

• systematics effects the charm background composition and u quark 
fragmentation  
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Inclusive |Vub| from BaBar
• Inclusive B → Xeν measurement from full BaBar data set of 424 fb−1

• Cut applied to electron momentum to seperate signal B → Xueν  (∼ 2.6 GeV/c)  to 
background  B → Xceν (∼ 2.3 GeV/c)

• Perform fit to the inclusive electron momentum spectrum averaged over charged 
and neutral B meson.

�25
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• |Vub| is extracted as a function of plep.

•  |Vub| =                                                                                (DeFazio and Neubert)

• |Vub| =                                                                                (Bosch, Lange, Neubert, Paz)

• |Vub| =                                                                                (DGE)

5

heavy quark expansion. While experimentally, the electron momentum region above 2.1GeV/c is
favored, because the background is relatively low, the uncertainties for the theoretical predictions
are largest in the region near the kinematic endpoint. Detailed studies to assess the impact of
these four predictions on the measurements of the electron spectrum, the branching fraction, and
the extraction of the CKM matrix element |Vub| are presented, with the lower limit on the elec-
tron momentum varied from 0.8GeV/c to the kinematic endpoint. We determine |Vub| using each
of these different calculations and find, |Vub| = (3.794 ± 0.107exp

+0.292
−0.219 SF

+0.078
−0.068 theory) × 10−3 (De

Fazio and Neubert), (4.563 ± 0.126exp
+0.230
−0.208 SF

+0.162
−0.163 theory) × 10−3 (Bosh, Lange, Neubert, and

Paz), (3.959 ± 0.104exp
+0.164
−0.154 SF

+0.042
−0.079 theory) × 10−3 (Gambino, Giordano, Ossola, and Uraltsev),

(3.848±0.108exp
+0.084
−0.070 theory)×10−3 (dressed gluon exponentiation), where the stated uncertainties

refer to the experimental uncertainties of the partial branching fraction measurement, the shape
function parameters, and the theoretical calculations.

PACS numbers: 13.20.He, 12.15.Hh, 12.38.Qk, 14.40.Nd

I. INTRODUCTION

Semileptonic decays of B mesons proceed via lead-
ing order weak interactions. They are expected to be
free of non-Standard-Model contributions and therefore
play a critical role in the determination of the Cabibbo-
Kobayashi-Maskawa (CKM) quark-mixing matrix [1] el-
ements |Vcb| and |Vub|. In the Standard Model (SM),
the CKM elements satisfy unitarity relations that can
be illustrated geometrically as triangles in the complex
plane. For one of these triangles, CP asymmetries deter-
mine the angles, |Vcb| normalizes the length of the sides,
and the ratio |Vub|/|Vcb| determines the side opposite the
well-measured angle β. Thus, precise measurements of
|Vcb| and |Vub| are crucial to studies of flavor physics and
CP violation in the quark sector.

There are two methods to determine |Vcb| and |Vub|,
one based on exclusive semileptonic B decays, where the
hadron in the final state is a D,D∗, D∗∗ or π, ρ,ω, η, η′

meson, the other based on inclusive decays B → Xeν,
where X refers to either Xc or Xu, i.e., to any hadronic
state with or without charm, respectively.

The extractions of |Vcb| and |Vub| from measured in-
clusive or exclusive semileptonic B meson decays rely
on different experimental techniques to isolate the signal
and on different theoretical descriptions of QCD contri-
butions to the underlying weak decay processes. Thus,
they have largely independent uncertainties, and provide
important cross-checks of the methods and our under-
standing of these decays in general. At present, these
two methods result in values for |Vcb| and |Vub| that each
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differ by approximately 3 standard deviations [2].

In this paper, we present a measurement of the inclu-
sive electron momentum spectrum and branching frac-
tion (BF) for the sum of all semileptonic B → Xeν de-
cays, as well as measurements of the spectrum and partial
BF for charmless semileptonic B → Xueν decays. The
total rate for the B → Xueν decays is suppressed by
about a factor 50 compared to the B → Xceν decays.
This background dominates the signal spectrum except
near the high-momentum endpoint. In the rest frame
of the B meson, the electron spectrum for B → Xueν
signal extends to ∼ 2.6 GeV/c, while for the back-
ground B → Xceν decays the kinematic endpoint is at
∼ 2.3 GeV/c. In the Υ (4S) rest frame, the two B mesons
are produced with momenta of 300 MeV/c which extends
the electron endpoint by about 200 MeV/c. The endpoint
region above 2.3 GeV/c, which covers only about 10% of
the total electron spectrum, is more suited for the exper-
imental isolation of the charmless decays.

To distinguish contributions of the CKM suppressed
B → Xueν decays from those of CKM-favoredB → Xceν
decays, and from various other backgrounds, we fit the
inclusive electron momentum spectrum, averaged over
B± and B0 mesons produced in the Υ (4S) decays [2, 4].
For this fit, we need predictions for the shape of the
B → Xueν spectrum. We have employed and studied
four different QCD calculations based on the heavy quark
expansion (HQE) [3]. The upper limit of the fitted range
of the momentum spectrum is fixed at 3.5 GeV/c, while
the lower limit extends down to 0.8 GeV/c, covering up
to 90% of the total signal electron spectrum. From the
fitted spectrum we derive the partial BF for charmless
B → Xueν decays and extract the CKM element |Vub|.
While the experimental sensitivity to the B → Xueν
spectrum and to |Vub| is primarily determined from the
spectrum above 2.1 GeV/c, due to very large backgrounds
at lower momenta, the uncertainties for the theoretical
predictions are largest in the region near the kinematic
endpoint. Studies of the impact of various theoretical
predictions on the measurements are presented.

Measurements of the total inclusive lepton spectrum in
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mine the angles, |Vcb| normalizes the length of the sides,
and the ratio |Vub|/|Vcb| determines the side opposite the
well-measured angle β. Thus, precise measurements of
|Vcb| and |Vub| are crucial to studies of flavor physics and
CP violation in the quark sector.

There are two methods to determine |Vcb| and |Vub|,
one based on exclusive semileptonic B decays, where the
hadron in the final state is a D,D∗, D∗∗ or π, ρ,ω, η, η′

meson, the other based on inclusive decays B → Xeν,
where X refers to either Xc or Xu, i.e., to any hadronic
state with or without charm, respectively.

The extractions of |Vcb| and |Vub| from measured in-
clusive or exclusive semileptonic B meson decays rely
on different experimental techniques to isolate the signal
and on different theoretical descriptions of QCD contri-
butions to the underlying weak decay processes. Thus,
they have largely independent uncertainties, and provide
important cross-checks of the methods and our under-
standing of these decays in general. At present, these
two methods result in values for |Vcb| and |Vub| that each
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differ by approximately 3 standard deviations [2].

In this paper, we present a measurement of the inclu-
sive electron momentum spectrum and branching frac-
tion (BF) for the sum of all semileptonic B → Xeν de-
cays, as well as measurements of the spectrum and partial
BF for charmless semileptonic B → Xueν decays. The
total rate for the B → Xueν decays is suppressed by
about a factor 50 compared to the B → Xceν decays.
This background dominates the signal spectrum except
near the high-momentum endpoint. In the rest frame
of the B meson, the electron spectrum for B → Xueν
signal extends to ∼ 2.6 GeV/c, while for the back-
ground B → Xceν decays the kinematic endpoint is at
∼ 2.3 GeV/c. In the Υ (4S) rest frame, the two B mesons
are produced with momenta of 300 MeV/c which extends
the electron endpoint by about 200 MeV/c. The endpoint
region above 2.3 GeV/c, which covers only about 10% of
the total electron spectrum, is more suited for the exper-
imental isolation of the charmless decays.

To distinguish contributions of the CKM suppressed
B → Xueν decays from those of CKM-favoredB → Xceν
decays, and from various other backgrounds, we fit the
inclusive electron momentum spectrum, averaged over
B± and B0 mesons produced in the Υ (4S) decays [2, 4].
For this fit, we need predictions for the shape of the
B → Xueν spectrum. We have employed and studied
four different QCD calculations based on the heavy quark
expansion (HQE) [3]. The upper limit of the fitted range
of the momentum spectrum is fixed at 3.5 GeV/c, while
the lower limit extends down to 0.8 GeV/c, covering up
to 90% of the total signal electron spectrum. From the
fitted spectrum we derive the partial BF for charmless
B → Xueν decays and extract the CKM element |Vub|.
While the experimental sensitivity to the B → Xueν
spectrum and to |Vub| is primarily determined from the
spectrum above 2.1 GeV/c, due to very large backgrounds
at lower momenta, the uncertainties for the theoretical
predictions are largest in the region near the kinematic
endpoint. Studies of the impact of various theoretical
predictions on the measurements are presented.

Measurements of the total inclusive lepton spectrum in
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D. Extraction of |Vub|

We rely on four different theoretical calculations to
extract |Vub| from the inclusive electron spectrum for
B → Xueν decays. The |Vub| and relative uncertainties
are shown in Figs. 16 and 17, respectively. The exper-
imental uncertainty includes statistical uncertainty and
the uncertainty of the background subtraction. The SF
uncertainty includes stated uncertainties on the SF pa-
rameters and their correlation. Specifically, we adopt
the maximum deviation of the central value of |Vub| from
selected SF parameter values on the error ellipse. The re-
sulting values of |Vub| and their uncertainties are largely
constant for lower values of pmin, and rise sharply above
2.1 GeV/c.

E. Summary of results

The results for B(B → Xueν) and |Vub| are presented
for the wide momentum range, pe = 0.8 − 2.7 GeV/c,
in Table VI, and for the narrower range, pe = 2.1 −
2.7 GeV/c, in Table VII. In these tables, the first un-
certainty represents the combined statistical and system-
atic experimental uncertainties of the partial BF mea-
surement, the second refers to the uncertainty in the de-
termination of the shape function parameters used by
the DN, BLNP, and GGOU, and the third is due to the
uncertainties of the QCD calculations.
For GGOU, we present results for two sets of SF pa-

rameters in the kinetic scheme, one based on fits to mo-
ments of lepton energy and hadron mass distributions
from B → Xcℓν decays and further constrained by the c-
quark mass (GGOU1), the other based on including the
moments of the photon spectrum in B → Xsγ decays
(GGOU2).
For BLNP, we present results for four sets of SF pa-

rameters in the SF scheme, based on fits of the moments
of the lepton energy and hadron mass distributions in
B → Xcℓν decays: two with a constraint on the charm
quark mass (BLNP1, BLNP2), and the other two on in-
cluding the moments of the photon spectrum in B → Xsγ
decays (BLNP3, BLNP4). For each pair of results, we
choose two values for the scale parameter, µi = 2.0GeV
and µi = 1.5GeV. The results with the smaller scale
parameter have the lower SF uncertainties.
The resulting total BFs and |Vub| for DN, GGOU and

DGE agree well within their uncertainties, while the BF
results for BLNP are between about 25% and 60%, and
the values of |Vub| are about 8%−20% higher than for the
other three QCD calculations. The BFs and the values
of |Vub| that are extracted for the momentum range with
pmin = 0.8GeV/c exceed those for pmin = 2.1GeV/c on
average by ∼ 2% and ∼ 1%, respectively.
To quantify the dependence of the total BF (and also

|Vub|) on the SF parameters we have introduced a simple
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FIG. 16: |Vub| as a function of pmin, the lower limit of the
momentum range used in the extraction of the signal, for DN,
BLNP1, GGOU1, and DGE predictions of the decay rate.
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FIG. 16: |Vub| as a function of pmin, the lower limit of the
momentum range used in the extraction of the signal, for DN,
BLNP1, GGOU1, and DGE predictions of the decay rate.
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parameter have the lower SF uncertainties.
The resulting total BFs and |Vub| for DN, GGOU and

DGE agree well within their uncertainties, while the BF
results for BLNP are between about 25% and 60%, and
the values of |Vub| are about 8%−20% higher than for the
other three QCD calculations. The BFs and the values
of |Vub| that are extracted for the momentum range with
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FIG. 16: |Vub| as a function of pmin, the lower limit of the
momentum range used in the extraction of the signal, for DN,
BLNP1, GGOU1, and DGE predictions of the decay rate.
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Belle II prospects of |Vub|
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• Improvement of experimental uncertainties expected in both inclusive 
and exclusive determination 

|Vub|	extrapolaPon	for	Belle	II	(2)	

Expect	theory	error	to	decrease	to	
1%	for	exclusive	and	2-4%	for	
inclusive	
	
Most	promising	are	exclusive	
analyses	with	hadronic	tags	à	
perform	clean	and	detailed	
exploraPon	of	exclusive	bà	u	
modes	spectra.		
	
Untagged	analyses	sPll	compePPve	
for	|Vub|	measurement	with		
B	àπ	l	ν

Exploit	at	maximum	the	differenPal	
distribuPons	for	a	global	Vub	fit	
(inclusive	meas.)			
	

16	Guglielmo	De	Nardo	-	Prospects	of	semileptonic	B	decays	at	Belle	II	-	ALPS	2018	

Mode	and	dataset	 Uncertainty	(%)	EXP.	ONLY	

|Vub|	exclusive	(tagged)	

Belle	 3.8	

Belle	II	5	ab-1	 1.8	

Belle	II	50	ab-1	 1.2	

|Vub|	exclusive	(untagged)	

Belle	 2.7	

Belle	II	5	ab-1	 1.2	

Belle	II	50	ab-1	 0.9	

|Vub|	inclusive	(tagged)	

Belle	 6.0	

Belle	II	5	ab-1	 2.6	

Belle	II	50	ab-1	 1.7	

• Expect theory error to decrease to 1% 
for exclusive and 2-4% for inclusive 

• Exclusive analyses (hadronic tags)! 
perform clean and detailed exploration 
of exclusive b!u modes spectra

• Untagged B!π l ν competitive  for |Vub| 
• Exploit at maximum the differential 

distributions for a global Vub fit 
(inclusive measurement) 

More Detail in Markus Prim 
Talk
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Summary

• New B→D* l ν tagged measurement from BaBar 2019 (BGL)

• |Vcb| x 103 =  38.4 ± 0.6 (BGL)

• B0→D* l ν untagged measurement from Belle,2018/2019 (BGL and CLN) 

• |Vcb| x 103  =  38.4 ± 0.6 (CLN)

• |Vcb| x 103  =  38.3 ± 0.8 (BGL)

• Shape parameters of dΓ(Λ0
b → Λ+

c μ−νμ )/dq2

• D* polarisation 

• f(D0/D*0/D**0) by LHCb

• Result of inclusive B→Xulv from BaBar

• Measurements are coming up from Belle on inclusive |Vub|

• Belle II will collect ~ 5ab-1 data by 2020, enough to look for NP 

• Precise model independent measurement of |Vcb| and |Vub|

�27

FD⇤

L = 0.60± 0.08(stat)± 0.04(sys)
<latexit sha1_base64="uA4otpHBf4vg5YnwKrNhdP6mfcU=">AAACIXicbZDLSgMxFIYz9VbrrerSTagIVqHMVNFuhKIiLlwo2Cp02pJJUw1NZobkjDAM8xau3fgqblwo0l3xZUwvC28/BL785xyS83uh4Bpse2BlpqZnZuey87mFxaXllfzqWl0HkaKsRgMRqFuPaCa4z2rAQbDbUDEiPcFuvN7JsH7zwJTmgX8Ncciaktz5vMspAWO185WzdnKRtpLTVrKTpvgI26UDG7uhNGBXtl0lsQYCxYmzP3ZiXWznN819JPwXnAlsVgvu7uOgGl+28323E9BIMh+oIFo3HDuEZkIUcCpYmnMjzUJCe+SONQz6RDLdTEYbpnjLOB3cDZQ5PuCR+30iIVLrWHqmUxK4179rQ/O/WiOCbqWZcD+MgPl0/FA3EhgCPIwLd7hiFERsgFDFzV8xvSeKUDCh5kwIzu+V/0K9XHL2SuUrk8YxGiuLNlABbSMHHaIqOkeXqIYoekIv6A29W8/Wq/Vh9cetGWsys45+yPr8An3uovs=</latexit>



FPCP2019 Eiasha WAHEED

Thank you 
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Exclusive |Vcb| from                untagged B → D*ℓν 14

TABLE VIII. Systematic uncertainty breakdown for F(1)|Vcb|, branching fraction and form factor parameters in the CLN
parameterization.

Source ⇢2 R1(1) R2(1) F(1)|Vcb| [%] B(B0 ! D⇤�`+⌫`) [%]

Slow pion e�ciency 0.005 0.002 0.001 0.65 1.29

Lepton ID combined 0.001 0.006 0.004 0.68 1.38

B(B ! D⇤⇤`⌫) 0.002 0.001 0.002 0.26 0.52

B ! D⇤⇤`⌫ form factors 0.003 0.001 0.004 0.11 0.22

f+�/f00 0.001 0.002 0.002 0.52 1.06

Fake e/µ 0.004 0.006 0.001 0.11 0.21

Continuum norm. 0.002 0.002 0.001 0.03 0.06

K/⇡ ID < 0.001 < 0.001 < 0.001 0.39 0.77

Fast track e�ciency - - - 0.53 1.05

N⌥(4S) - - - 0.68 1.37

B0 lifetime - - - 0.13 0.26

B(D⇤+ ! D0⇡+
s ) - - - 0.37 0.74

B(D0 ! K⇡) - - - 0.51 1.02

Total systematic error 0.008 0.009 0.007 1.60 3.21

where the first error is statistical and the second is sys-
tematic. The systematic uncertainty is dominated by the
electron and muon identification uncertainties, as all oth-
ers cancel in the ratio. This is the most stringent test of
LFU in B decays to date. This result is consistent with
unity.

X. CONCLUSION

In this paper we present a new study by the Belle
experiment of B0 ! D⇤�`+⌫` decay. We present the
most precise measurement of |Vcb| from exclusive decays,
and the first direct measurement using the BGL param-
eterization. The BGL parameterization gives a value for
|Vcb| consistent with the CLN parameterization, hence
the tension remain with the value from inclusive ap-
proach [3, 30–32]. We also place stringent bounds on lep-
ton flavor universality, as the semi-electronic and semi-
muonic branching fractions have been observed to con-
sistent with each other.
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TABLE IX. Systematic uncertainty breakdown for F(1)|Vcb|, branching fraction and form factor parameters in the BGL
parameterization.

Source ãf
0 [%] ãf

1 [%] ãF1
1 [%] ãF1

2 [%] ãg
0 [%] ⌘EWF(1)|Vcb| [%] B(B0 ! D⇤�`+⌫`) [%]

Slow pion e�ciency 0.79 9.59 5.61 4.46 0.18 0.79 1.57

Lepton ID combined 0.67 5.45 1.35 0.73 0.38 0.67 1.33

B(B ! D⇤⇤`⌫) 0.05 5.02 4.34 9.31 0.37 0.05 0.10

B ! D⇤⇤`⌫ form factors 0.08 2.08 3.56 6.78 0.12 0.08 0.16

f+�/f00 0.56 0.46 0.50 0.48 0.56 0.56 1.05

Fake e/µ 0.07 6.43 3.03 5.92 0.14 0.07 0.11

K/⇡ ID 0.39 0.39 0.39 0.39 0.39 0.39 0.77

Fast track e�ciency 0.53 0.53 0.53 0.53 0.53 0.53 1.05

N(⌥(4S)) 0.69 0.69 0.69 0.69 0.69 0.69 1.37

B0 lifetime 0.13 0.13 0.13 0.13 0.13 0.13 0.26

B(D⇤+ ! D0⇡+
s ) 0.37 0.37 0.37 0.37 0.37 0.37 0.74

B(D0 ! K⇡) 0.51 0.51 0.51 0.51 0.51 0.51 1.02

Total systematic error 1.65 13.93 8.69 13.77 1.40 1.65 3.26

CLN systematic 

BGL systematic 
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B+ ! D�⇡+`+⌫ B0 ! D̄0⇡�`+⌫

Charged PID 4.8 6.9

⇡0 PID 1.2 6.0

Tracking e�ciency 2.6 3.6

D⇤⇤ form factors 0.3 0.2

D meson BRs 1.7 1.6

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.6 3.2

⌥(4S) BR 1.2 1.2

Combined (see text) 8.3 9.7

TABLE III. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D�⇡+`+⌫ and B0 ! D̄0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last row gives the combined
variation of all sources.

ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B

+
B

� and B

0
B̄

0. These sources
of uncertainty of the simulation of the detector and un-
derlying physical processes are described in more detail
in Ref. [25]. Since it is reasonable to assume that the
sources of uncertainty follow a normal distribution, we
draw for each ensemble of simulated events, source, and
kinematic bin a new weight from a normal distribution
with the corresponding width. This is then used to do
an event-by-event weighting of the ensemble of simulated
events. The advantage of this method is that correlations
among the di↵erent sources for uncertainties as well as
the dependence on the event kinematics are taken into
account. By repeating this exercise while varying only one
source at a time, we estimate the relative contributions
of each source to the systematics. This decomposition is
shown in Tables III and IV. We omit the uncertainties due
to the K

0
S e�ciencies and the D

⇤ form factors because
these are consistent with zero relative to the tabulated
uncertainties.

From Tables III and IV, the combined systematic uncer-
tainties on the branching fraction by varying all sources
simultaneously are 8.3% for B+ ! D

�
⇡

+
`

+
⌫, 9.7% for

B

0 ! D̄

0
⇡

�
`

+
⌫, 5.8% for B+ ! D

⇤�
⇡

+
`

+
⌫, and 7.2%

for B0 ! D̄

⇤0
⇡

�
`

+
⌫.

We estimate the systematic uncertainties propagated
from the statistical uncertainty of the fitting templates
to be 1.9%, 2.6%, 3.2%, and 3.5% for the B

+ !
D

�
⇡

+
`

+
⌫ , B

+ ! D

⇤�
⇡

+
`

+
⌫ , B

0 ! D̄

0
⇡

�
`

+
⌫ and

B

0 ! D̄

⇤0
⇡

�
`

+
⌫ channels, respectively. These values

are estimated using 1000 ensembles of simulated events
for which we vary the templates using Poisson statis-
tics. Finally, the uncertainty on the detector-e�ciency
dependence on MD(⇤)⇡ is estimated by varying the MD(⇤)⇡
spectrum for each channel within Poisson statistics and
adding the di↵erence of the average e�ciency between the

B+ ! D⇤�⇡+`+⌫ B0 ! D̄⇤0⇡�`+⌫

Charged PID 2.1 6.5

⇡0 PID 2.0 5.2

Tracking e�ciency 2.9 3.2

D⇤⇤ form factors 0.2 0.1

D meson BRs 1.8 1.1

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.2 2.8

⌥(4S) BR 1.2 1.2

Combined (see text) 5.8 7.2

TABLE IV. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D⇤�⇡+`+⌫ andB0 ! D̄⇤0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last row gives the combined
variation of all sources.

±68% boundaries of the fit to the e�ciency versusMD(⇤)⇡.
The resulting uncertainty propagated to the branching
fraction of interest is below 1%̇ for each channel. The
final systematic uncertainties on the branching fraction
from all sources discussed above correspond to 8.6% for
B

+ ! D

�
⇡

+
`

+
⌫, 10.3% for B

0 ! D̄

0
⇡

�
`

+
⌫, 6.4% for

B

+ ! D

⇤�
⇡

+
`

+
⌫, and 8.0% for B0 ! D̄

⇤0
⇡

�
`

+
⌫.

IV. RESULTS AND CONCLUSION

Using the combined fits, including the correction and
systematics from the MD(⇤)⇡ e�ciency, simulation uncer-
tainties and statistical uncertainty of the templates, we
obtain the following values for the branching fractions:

• B(B+ ! D

�
⇡

+
`

+
⌫)

= [4.55 ± 0.27 (stat.) ± 0.39 (syst.)] ⇥10�3,

• B(B0 ! D̄

0
⇡

�
`

+
⌫)

= [4.05 ± 0.36 (stat.) ± 0.41 (syst.)]⇥10�3,

• B(B+ ! D

⇤�
⇡

+
`

+
⌫)

= [6.03 ± 0.43 (stat.) ± 0.38 (syst.)]⇥10�3,

• B(B0 ! D̄

⇤0
⇡

�
`

+
⌫)

= [6.46 ± 0.53 (stat.) ± 0.52 (syst.)]⇥10�3.

These are within one standard deviation of the current
world-average values [20] with the exception of B0 !
D̄

⇤0
⇡

�
`

+
⌫ , which deviates by 1.7�. These supersede

the previous Belle result [11]. The total uncertainties
on our measurement are slightly better than the current
world-average for the channels B0 ! D̄

0
⇡

�
`

+
⌫ and B

0 !
D̄

⇤0
⇡

�
`

+
⌫ , whereas they are the same for the channels

B

+ ! D

�
⇡

+
`

+
⌫ and B

+ ! D

⇤�
⇡

+
`

+
⌫. A potential

extension to this work would be to confirm the recent
observation of B ! D

(⇤)
⇡⇡`⌫ by BaBar [26] as well as to

hadronic taggedB ! D(⇤)⇡`⌫ arXiv:1803.06444

The table lists the relative uncertainties in the branching fractions in percent for each channel for the 
combined fits. The last row gives the combined variation of all sources.



FPCP2019 Eiasha WAHEED

FIG. 4. The measured cos ✓
hel

distribution in B0 ! D⇤�⌧+⌫⌧ decays (data points with statistical
errors); the fit result is overlaid (red line) with FD⇤

L = 0.60. The yellow band represents the SM
prediction of Ref. [20].

TABLE I. Summary of systematic uncertainties

Source �FD⇤
L

Monte Carlo AR shape and peaking background ±0.032

statistics CB shape ±0.010

Background scale factors ±0.001

Background B ! D⇤⇤`⌫ ±0.003

modeling B ! D⇤⇤⌧⌫ ±0.011

B ! hadrons ±0.005

B ! D̄⇤M ±0.004

Signal modeling Form factors ±0.002

cos ✓
hel

resolution ±0.003

Acceptance non-uniformity +0.015
�0.005

Total +0.039
�0.037

CONCLUSIONS

We report the first measurement of the D

⇤ polarization in semitauonic decay B

0 !
D

⇤�
⌧

+

⌫⌧ . The result is based on a data sample of 772 ⇥ 106 BB̄ pairs collected with
the Belle detector. The fraction of D⇤� longitudinal polarization, measured assuming SM
dynamics, is found to be F

D⇤
L = 0.60 ± 0.08(stat) ± 0.04(syst), and agrees within 1.6 (1.8)

standard deviations with the SM predicted values (FD⇤
L )

SM

= 0.457±0.010 [21] (0.441±0.006
[20]).

We thank the KEKB group for the excellent operation of the accelerator, the KEK
cryogenics group for the e�cient operation of the solenoid, and the KEK computer group and
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D*- polarisation in B0 → D*−τ+ντ arXiv:1903.03102
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Table 1: Estimates of the breakdown of the total uncertainty. All estimates are done by
repeating the fit with systematic nuisance parameters fixed to their best fit values. The
statistical uncertainty of the OSK sample is estimated from the uncertainty on the signal
fractions with the template statistical nuisance parameters fixed to their best fit values. The
template statistical uncertainty is added in by allowing only the statistical nuisance parameters
to vary. The e↵ect of each floating systematic uncertainty is estimated by refitting with its
systematic nuisance parameter shifted by the uncertainty found by the best fit and taking the
di↵erence in the signal fractions as the uncertainty. The total uncertainty is taken from the best
fit, with the fixed systematic uncertainties added in quadrature.

Source of uncertainty f
D

0 f
D

⇤⇤0

Statistical
OSK sample 0.025 0.027
Templates 0.047 0.052

Floating syst.
Signal form-factors 0.006 0.004
Non-B�, B0 backgrounds 0.004 0.004
B�, B0 background normalization 0.003 0.015
B0 fraction and m2

miss shape 0.004 0.030

Fixed syst.
D⇤⇤0 branching fractions 0.025 0.044
Relative signal e�ciency 0.003 0.003

Total uncertainty 0.056
+0.070
�0.074

7 Results and conclusions

The result of the template fit is shown in Fig. 8. We find the parameters of interest

f
D

0 = 0.25± 0.06,

f
D

⇤⇤0 = 0.21± 0.07,

where the uncertainty is the total due to statistical and systematic uncertainties. Contours
for the 68.3% and 95.5% confidence intervals for the nominal fit are shown in Fig. 9. From
the conditional covariance of the two parameters of interest combined with the fit result
using alternate D⇤⇤0 branching fractions, the correlation coe�cient of the two parameters
is ⇢ = �0.38, which is dominated by the change in the alternate branching-fraction fit.
The fraction f

D

⇤0 is equal to 1� f
D

0 � f
D

⇤⇤0 = 0.54± 0.07, but this cannot be taken as
an independent determination.

The results are compatible with expectations based on previous exclusive measure-
ments [17]. Because of the uncertainty on the D⇤⇤0 component, the results do not yet
favor a particular explanation for the exclusive–inclusive gap.

We have demonstrated that the reconstruction of the momentum of B� decays with
missing particles using B⇤0

s2 decays is a viable method at the LHCb experiment. This
technique requires much larger data sets than measurements with inclusive B� selections,
but measuring the missing mass provides important discriminating power between di↵erent
decay modes, and between signal and backgrounds. This is a promising method to employ

14

Measurement of the relative B− → D0/D∗0/D∗∗0μ−νμ branching 
fractions using B− mesons from B∗0

s2  decays arXiv:1807.10722 
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Measurement of R(D) and R(D*) with a 
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momentum and direction using e

+

e

� ! e

+

e

�
`

+

`

� and
J/ ! `

+

`

� decays.
We reweight events to account for di↵ering yields of

misreconstructed D

(⇤) between data and MC simula-
tions. The calibration factor for the fake charm correc-
tion is provided by the ratio of 2D histograms of class vs.
E

ECL

for the �M sideband of data and MC events. In
order to correct for the di↵erence in B

tag

reconstruction
e�ciencies between data and MC simulations, we build
PDFs of correctly reconstructed and misreconstructed
B

tag

candidates using MC samples, and perform a fit
to data. The ratios between the measured and expected
yields provide the B

tag

calibration factors. To validate
the fit procedure, we perform fits to multiple subsets of
the available MC samples. We do not find any bias with
the evaluation of the statistical uncertainties.

V. SYSTEMATIC UNCERTAINTIES

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the pa-
rameter’s value and uncertainty. Then we repeat the fit
and estimate the associated systematic uncertainty from
the standard deviation of the resulting distribution. The
systematic uncertainties are summarized in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D

⇤⇤
`⌫` channels and the decays of the D⇤⇤ mesons,

which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty due to B ! D

⇤⇤
`⌫`

decays. The uncertainties on the branching fraction of
B ! D

⇤⇤
`⌫` are assumed to be ±6% for D

1

, ±10% for
D

⇤
2

, ±83% for D

0
1

, and ±100% for D

⇤
0

, while the uncer-
tainties on each of the D⇤⇤ decay branching fractions are
conservatively assumed to be ±100%.

The e�ciency factors for the fake D(⇤) and B

tag

recon-
struction are calibrated using collision data. The uncer-
tainties on these factors is a↵ected by the size of the sam-
ples used in the calibration. We vary the factors within
their errors and extract associated systematic uncertain-
ties.

The reconstruction e�ciency of feed-down events, to-
gether with the e�ciency ratio of signal to normalization
events, are varied within their uncertainties, which are
limited by the size of MC samples.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
ferent momentum spectra of leptons and charm mesons
in the normalization and signal modes. The uncertain-
ties introduced by these factors are included in the total
systematic uncertainty.

A large systematic uncertainty arises from the limited
size of MC samples. To estimate it, we recalculate PDFs
for signal, normalization, fake D

(⇤) events, B ! D

⇤⇤
`⌫`,

feed-down, and other backgrounds by generating toy MC

TABLE I. Systematic uncertainties contributing to the
R(D(⇤))results.

Source �R(D) (%) �R(D⇤) (%)
D⇤⇤ composition 0.76 1.41
Fake D(⇤) calibration 0.19 0.11
Btag calibration 0.07 0.05
Feed-down factors 1.69 0.44
E�ciency factors 1.93 4.12
Lepton e�ciency and fake rate 0.36 0.33
Slow pion e�ciency 0.08 0.08
MC statistics 4.39 2.25
B decay form factors 0.55 0.28
Luminosity 0.10 0.04
B(B ! D(⇤)`⌫) 0.05 0.02
B(D) 0.35 0.13
B(D⇤) 0.04 0.02
B(⌧� ! `�⌫̄`⌫⌧ ) 0.15 0.14
Total 5.21 4.94

samples from the nominal PDFs according to a Poisson
statistics, and then repeat the fit with the new PDFs.
We include minor systematic contributions from other

sources: one related to the parameters that are used for
reweighting the semileptonic B decays from the ISGW to
LLSW model; and the others from the integrated lumi-
nosity and the branching fractions of B ! D

(⇤)
`⌫, D,D

⇤

and ⌧� ! `

�
⌫̄`⌫⌧ decays [26]. The total systematic un-

certainty is estimated by summing the aforementioned
contributions in quadrature.

VI. RESULTS

Our results are:

R(D) = 0.307± 0.037± 0.016 (4)

R(D⇤) = 0.283± 0.018± 0.014, (5)

where the first uncertainties are statistical, and the sec-
ond are systematic. The same ordering of uncertainties
holds for all following results. The statistical correlation
between the quoted R(D) and R(D⇤) values is �0.53,
while the systematic correlation is �0.52. The dataset
used in this measurement includes the one used for the
previous R(D⇤+) result from Belle [13], which is consis-
tent with this measurement. Being statistically corre-
lated, the earlier measurement should not be averaged
with this one, which combines R(D⇤+) and R(D⇤0). A
breakdown of electron and muon channels yields R(D) =
0.281± 0.042± 0.017, R(D⇤) = 0.304± 0.022± 0.016 for
the first case, andR(D) = 0.373±0.068±0.030, R(D⇤) =
0.245±0.035±0.020 for the second case. All fitted yields
are listed in Table II. The E

ECL

and class projections
of the fit are shown in Figures 2, 3, 4, 5. The 2D com-
bination of the R(D) and R(D⇤) results of this analy-
sis, together with the most recent Belle results on R(D)
and R(D⇤) ([12, 14]) obtained using a hadronic tag, are
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7

In the region p

⇤
µ > 2.85 GeV/c, where only continuum

events are present, we observe an almost linearly grow-
ing data/fit di↵erence with maximum deviation ⇠ 20%
at o

nn

⇠ 1. To estimate the uncertainty due to the level
of data/MC agreement in the o

nn

variable, we rescale lin-
early with o

nn

the continuum histograms used in the fit
and refit, obtaining a 15% lower value of R. For peak-
ing components such as the signal B� ! µ

�
⌫̄µ and the

normalization decay B̄ ! ⇡`

�
⌫̄`, we use the fit/data

ratio in the region p

⇤
µ < 2.5 GeV/c and apply it to

the peaking components in the signal-region histograms
(B� ! µ

�
⌫̄µ, B̄ ! ⇡`

�
⌫̄` and B̄ ! ⇢`

�
⌫̄`). Refitting

produces an 11% higher value of R. Simultaneously ap-
plying both e↵ects leads to only a 2% shift in the refitted
central value; thus, we include the individual deviations
as systematic uncertainties in the continuum and signal
peak descriptions.

In some cases, the signal muon and detected fraction of
the particles from the companion B-meson decay do not
provide enough particles for an event to be identified as a
B-meson decay and hence to be recorded. The e�ciency
for recording these events is 84% as calculated using MC,
and we take the event-recording uncertainty to be half of
the ine�ciency (8%) since it will be partially cancelled
by taking the ratio with the normalization process B̄ !
⇡`

�
⌫̄`.

The branching fraction of the normalization process
B̄ ! ⇡`

�
⌫̄` is known with 3.4% precision [3] and this is

included as a systematic uncertainty.
The summary of the systematic uncertainties is shown

in Table II. The total systematic uncertainty of 25% is
obtained by summing the individual contributions dis-
cussed above in quadrature.

TABLE II: The summary of the systematic uncertainties for
the branching fraction result.

Source Uncertainty (%)

B̄ ! ⇡`

�
⌫̄` form-factor 0.9

B̄ ! ⇢`

�
⌫̄` form-factor 12

B

� ! K

0
L⇡

� 5.5

B

� ! µ

�
⌫̄µ� 6

Continuum shape 15

Signal peak shape 11

Trigger 8

B(B̄ ! ⇡`

�
⌫̄`) 3.4

Total 24.6

Incorporating systematic uncertainties, the final
branching fraction for the signal decay is B(B� !
µ

�
⌫̄µ) = (6.46 ± 2.22

stat

± 1.60
syst

) ⇥ 10�7 = (6.46 ±
2.74

tot

) ⇥ 10�7

. The accounted systematic uncertainties
reduce the fit statistical signal significance from 3.4 to
2.4 standard deviations. A confidence interval using
a frequentist approach based on Ref. [34] is evaluated

with systematic uncertainties included and found to be
B(B� ! µ

�
⌫̄µ) 2 [2.9, 10.7] ⇥ 10�7 at the 90% C.L., in

agreement with the SM prediction B
SM

(B� ! µ

�
⌫̄µ) =

(3.80± 0.31)⇥ 10�7.
In conclusion, as a result of an untagged search with

the full Belle ⌥(4S) data set, we find a 2.4 standard de-
viation excess above background for the decay B

� !
µ

�
⌫̄µ, with a measured branching fraction of B(B� !

µ

�
⌫̄µ) = (6.46 ± 2.22

stat

± 1.60
syst

) ⇥ 10�7 and a ratio
of B(B� ! µ

�
⌫̄µ)/B(B̄ ! ⇡`

�
⌫̄`) = (4.45 ± 1.53

stat

±
1.09

syst

)⇥ 10�3

. The 90% confidence interval for the ob-
tained branching fraction in the frequentist approach is
B(B� ! µ

�
⌫̄µ) 2 [2.9, 10.7] ⇥ 10�7. The forthcoming

data from the Belle II experiment [35] should further im-
prove the measurement.
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4 B ! ⌘`⌫` and B ! ⌘0`⌫` using hadronic tagging

Systematic Uncertainties

K. Varvell - University of Sydney HQL2018 May 31, 2018 Study of Leptonic and Semi-leptonic B Decays at Belle 6 / 9
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• Most precise measurement of 
R(D) and R(D*) to date 

• First R(D) measurement 
performed with a semileptonic 
tag

• Results compatible with SM 
expectation within 1.2σ 

• R(D) - R(D*) Belle average is 
now within 2σ of the SM 
prediction 

• R(D) - R(D*) exp. world average 
tension with SM expectation 
decreases from 3.8σ to 3.1σ 
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Chapter 81559

Conclusion1560

This thesis presents the measurement of the branching ratio of B̄ ! D(⇤)⌧�⌫̄⌧ relative to1561

B̄ ! D(⇤)`�⌫̄` decays – where ` is either e or µ – using semileptonic tagging channels and1562

leptonic ⌧ decays exclusively. It is performed on the full dataset on the ⌥(4S ) resonance of1563

the Belle experiment.1564

In the past these measurements have been carried out using hadronic tags, and this work1565

is the first analysis that uses a semileptonic tag for a combined measurement of R(D) and1566

R(D⇤) . Furthermore, with respect to the previous semileptonic measurement of R(D⇤+) by1567

Belle [44], this analysis uses a larger number of Btag channels, which directly translates to a1568

larger analysis dataset.1569

Our results are

R(D) = 0.307 ± 0.037 ± 0.016 (8.1)

R(D⇤) = 0.283 ± 0.018 ± 0.014, (8.2)

where the first uncertainty is statistical and provided by the fit, and the second error is1570

systematic. This is the single most precise measurement of R(D) and R(D⇤) ever performed.1571

The results are in agreement with the previous Belle measurement of R(D⇤) performed with1572

a semileptonic tag, which is now superseded.1573

The goal was to test the compatibility of this experimental data with the SM, whose
expectation values are

R(D) SM = 0.299 ± 0.003 (8.3)

R(D⇤) SM = 0.258 ± 0.005. (8.4)

Our results for R(D) and R(D⇤) are in agreement with the SM predictions within 0.2� and1574

1.1� respectively. The combination of our R(D) and R(D⇤) results is compatible with the1575

SM within 1.3�. Before these results, the experimental R(D) and R(D⇤) world average1576

showed a discrepancy of approximately 4� with the SM expectations. However, given the1577

compatibility of our results with the SM and their high precision, this discrepancy is reduced1578

to 3� when including these latest results.1579
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Results and Discussion1523

7.1 Results1524

After performing the fit and evaluating the systematic uncertainty, we extract the results:

R(D) = 0.307 ± 0.037 ± 0.016 (7.1)

R(D⇤) = 0.283 ± 0.018 ± 0.014, (7.2)

where the first uncertainty is statistical and provided by the fit, and the second error is1525

systematic. A break-down of electron and muon channel results is given in Table 7.1. We1526

exploited the isospin symmetry between B0 and B+ to impose the relationship R(D(⇤)) =1527

R(D(⇤)+) = R(D(⇤)0) in the fit. The fit projection on the EECL axis and on the classifier axis,1528

for both the whole 2D fit region and for the signal region defined by class > 0.9, are shown1529

in Figures 7.2 to 7.8. The correlation matrix for all floating parameters of the fit is shown in1530

Figure 7.9. As expected, we find a statistical correlation factor of �0.53 between R(D⇤) and1531

R(D) .

Table 7.1: Fit results for the electron, muon and sum of electron and muon channels.

R(D, `) 0.307 ± 0.037 ± 0.016

R(D, e) 0.281 ± 0.042 ± 0.017

R(D, µ) 0.373 ± 0.068 ± 0.030

R(D⇤, `) 0.283 ± 0.018 ± 0.014

R(D⇤, e) 0.304 ± 0.022 ± 0.016

R(D⇤, µ) 0.245 ± 0.035 ± 0.020

1532

The 2D combination of the R(D⇤) and R(D) results, together with their correlation and1533

the SM expectation is shown in Figure 7.10.1534
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where ℓ = e,μ 
3.8σ discrepancy

2

Experiment Tag method τ mode R(D) R(D*)
Babar ‘12 Hadronic ℓν ν 0.440 ± 0.058 ± 0.042 0.332 ± 0.024 ± 0.018
Belle ‘15 Hadronic ℓν ν 0.375 ± 0.064 ± 0.026 0.293 ± 0.038 ± 0.015
LHCb ‘15 - ℓν ν - 0.336 ± 0.027 ± 0.030
Belle ‘16 Semileptonic ℓν ν - 0.302 ± 0.030 ± 0.011
Belle ‘17 Hadronic π ν, ρ ν - 0.270 ± 0.035 ± 0.027
LHCb ‘18 - π π π - 0.291 ± 0.019 ± 0.029  
Average - - 0.407 ± 0.039 ± 0.024 0.306 ± 0.013 ± 0.007 

SM 0.299 ± 0.003 0.258 ± 0.005
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4 B ! ⌘`⌫` and B ! ⌘0`⌫` using hadronic tagging
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To measure the 
inclusive b→ulν rate 
we must understand 
exclusive 
components.

η→ɣɣ, π+π- π0

η’→ π+π-ɣ, η ɣ 
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|Vub| measurement at LHCb
• Missing neutrino momentum → B not fully reconstructed
• Generally affected by much higher (x10) Xb → Xc μν backgrounds
• Excellent μ and p PID LHCb from RICH/Muon                                 system 
• precision vertexing and tracking used 

• displaced pμ vertex as signature in detector 
• High production fraction of Λb : ~20% of b-hadron
• Normalise signal yield to a |Vcb| decay Λb → Λc μ−νμ 

• cancels many systematic uncertainties → the production rate of Λb 
• Improved FF calculations from theory for Λb → pμ−νμ and Λb → Λ+

c μ−νμ in high q2 
region → there FF calculations from theory are most precise 

�40

arXiv:1503.01421|V
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| at LHCb

Experimental Challenge at LHCb
• Missing neutrino momentum ! B not fully reconstructed
• Generally affected by much higher (x10) X

b

! X

c

µ⌫ backgrounds
• "Golden channel" B̄

0 ! ⇡+
l

�⌫̄ suffers from high pion background at LHC

BUT: use ⇤b ! pµ�⌫µ

• Excellent µ and p PID at LHCb from RICH/Muon
systems

• precision vertexing and tracking used
! displaced pµ vertex as signature in detector

• High production fraction of ⇤
b

: ~20% of b-hadrons
[JHEP08(2014)143]
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Λb → pμ−νμ

|V
ub

| at LHCb

Analysis strategy

• 2012 Dataset (~2 fb�1)

• Normalise signal yield to a |V
cb

| decay: ⇤
b

! ⇤+
c

µ�⌫µ
• cancels many systematic uncertainties
• especially the production rate of ⇤

b

baryons
• Improved FF calculations from theory for ⇤

b

! pµ�⌫µ and ⇤
b

! ⇤+
c

µ�⌫µ in high q

2 region
! there FF calculations from theory are most precise

[Phys. Rev. D 92, 034503 (2015)]
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Analysis Strategy 
• Determine yields of Λb → pμ−νμ and Λb → (Λ+

c → pK−π+)μ−νμ 
• Estimate relative experimental efficiency with high precision

• Measuring B.F: 

with

implies 

 using WA |Vcb | = (39.5 ± 0.8) × 10−3 gives 

�41

Λb → pμ−νμ
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| at LHCb

Results I

Nature Physics 10 (2015) 1038

• Measure the relative branching fraction:
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q
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= (1.00 ± 0.04(stat)± 0.08(syst))⇥ 10�2

• Including B(⇤
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|2
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|2 with RFF = 0.68 ± 0.07 [Phys. Rev. D 92, 034503

(2015)] gives
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|
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|
= 0.083 ± 0.004(exp.)± 0.004(theo.) (1)

• Use world average for exclusive |V
cb

| = (39.5 ± 0.8)⇥ 10�3 measurements [PDG 2014]
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| LHCb result

|V
ub

| = (3.27 ± 0.15(exp.)± 0.16(theo.)± 0.06(|V
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B(⇤
b

!pµ�⌫µ)
q

2>15 GeV2

B(⇤
b

!⇤+
c

µ�⌫µ)
q

2>7 GeV2
= (1.00 ± 0.04(stat)± 0.08(syst))⇥ 10�2

• Including B(⇤
b

!pµ�⌫µ)

B(⇤
b

!⇤+
c

µ�⌫µ)
= RFF ⇥ |V

ub

|2
|V

cb

|2 with RFF = 0.68 ± 0.07 [Phys. Rev. D 92, 034503

(2015)] gives
|V

ub

|
|V

cb

|
= 0.083 ± 0.004(exp.)± 0.004(theo.) (1)

• Use world average for exclusive |V
cb

| = (39.5 ± 0.8)⇥ 10�3 measurements [PDG 2014]
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| LHCb result
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